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Preface

Cancer is a significant threat to human life. Currently, the United States spends over 100 billion dollars annually on cancers, such as breast, lung, and prostate cancer. Based on statistics from the World Health Organization (WHO), deaths caused by cancer will reach approximately 12 million people in 2030. Thus, it has become a challenge to fight cancers in both medical practice and in the scientific research field. Imaging of cancer is an increasingly important component of understanding and treating cancer. Today, it is necessary to not only assess tumors morphologically but also provide information about the pathophysiological and metabolic aspects of tumor behavior with functional imaging techniques. Over the last two to three decades, the field of diagnostic cancer imaging has witnessed remarkable evolution that has affected virtually every aspect of research and clinical management of cancer. This evolution has been the result of innovations in three main aspects: innovative instrumentation (including a new class of scanners); development of new contrast agents and radiolabeled tracers; and imaging tools (including computer-aided detection or diagnosis technologies) for the detection, evolution, staging, and prognosis of many types of cancer. Current standard imaging techniques cannot accurately detect early diseases, and they provide limited information for disease staging.

The major goals of current cancer imaging are as follows:

- Provide more reliable disease characterization through the synthesis of anatomic, functional, and molecular imaging information;
- Refine and optimize imaging capabilities in oncology;
- Establish new imaging modalities and findings, and discover the potential use of these techniques;
- Find more individualized assessment of tumor biology, personalized treatments, and response to treatment;
- Develop image-processing-based cancer control systems; and
- Explore imaging capabilities and strategies to streamline cancer drug development.
Six levels of assessment to determine the efficacy of diagnostic imaging should be considered:

- Technical performance – the ability to obtain a high image quality.
- Diagnostic performance – the ability to identify a disease correctly.
- Diagnostic impact – a measure of sensitivity, specificity, positive predictive value, negative predictive value, and accuracy.
- Therapeutic impact – the influence an imaging result has on clinical diagnostic confidence.
- Alteration in management based on the results of imaging.
- Impact on health – the influence of imaging on the disease outcome.

Computer-aided detection or diagnosis (CAD) technologies play a key role in the detection of cancers and help reduce the death rate; as such, they have greatly advanced over the past decades. The aim of this book is to publish and promote high-quality research in key technologies used in computer-aided cancer detection and diagnosis systems. The following 11 chapters cover different types of cancers, including skin cancer, breast cancer, prostate cancer, colon cancer, etc.; they also span different scientific fields, such as biomedicine, imaging, image processing, pattern recognition, system analysis, etc.

Colonic polyps are fleshy growths that appear on the inside of the large intestine, and certain types of polyps grow large enough and can become cancerous. Screening for colon polyps and removing them before they become cancerous can reduce the risk of colon cancer. Chapter 1 reviews computer-aided systems and technologies for colonic polyp detection using CT colonography. It introduces the history, preparation, imaging protocol, and clinical value of CTC and related image processing technologies, including colon segmentation, supine–prone registration, colon unfolding, polyp segmentation and characterization, classification, and content-based image retrieval. It also summarizes the performances and limitations of various CAD systems.

Digital image processing technologies have important applications in computer-aided cancer imaging systems, and they play a key role in cancer detection. These technologies include image enhancement, image segmentation, image compression, image encryption, etc., all of which are needed to provide information about the extent of disease and help plan treatment of the cancer. However, these technologies are not fully developed, and further investigation is needed to improve the accuracy of computer-aided cancer detection systems. Chapter 2 examines three image processing technologies

---

(image enhancement, image compression, and image encryption) that are often adopted by computer cancer detection systems. Based on nontraditional representation of images in the form of 1D independent signals, new approaches for enhancement, compression, and encryption are presented as a preprocessing tool for computer-aided imaging systems.

Chapter 3 presents an overview of recent advances in multimodality imaging technologies for diagnostic radiology and image-guided radiotherapy. In particular, it discusses the expanding role of multimodality imaging in cancer detection and segmentation for radiation oncology. Using complementary information from multimodality images significantly improves the robustness and accuracy of tumor volume definitions in radiotherapeutic treatments of cancer. The chapter also provides working examples for developing algorithms for multimodality target volume definitions in different cancers and highlights the potential opportunities in this field for computer-aided detection and image-guided treatment.

Mammography plays a key role in fighting breast cancer, and research has found that screening has reduced breast cancer mortality by up to 44%. However, low-dose x rays will generally reduce the contrast of the mammograms. In order to resolve this issue, Chapter 4 introduces a new nonlinear unsharp masking (NLUM) scheme for enhancing suspicious regions in mammograms. The NLUM method offers users the flexibility to embed different types of filters in the nonlinear filtering operator, to choose different linear or nonlinear operations for the fusion processes, and to optimize the NLUM parameters manually or by using a quantitative enhancement measure. The chapter also introduces the new second-derivative-like measure of enhancement (SDME). The comparison and evaluation of enhancement performance demonstrates that NLUM can improve the disease diagnosis by enhancing suspicious regions in mammograms with no a priori knowledge of the image contents.

Skin cancer is the most common of all cancers, accounting for nearly half of all cancers in the United States. Automatic detection of skin cancer is a key technology in computer-aided skin cancer diagnosis. Chapter 5 studies skin lesion detection based on color information. Several color spaces are studied, and the detection results are compared. Experimental results show that the YUV color space can achieve the best performance. Furthermore, the chapter develops a distance-histogram-based threshold selection method that is proven to be better than other adaptive threshold selection methods for color detection. Based on the aforementioned methods, a hybrid skin-lesion detection algorithm is presented. The book chapter also investigates GPU techniques for skin lesion extraction, and the results show that GPUs have potential applications in skin lesion extraction.

Chapter 6 presents an incremental learning method for lesion detection using endoscopy videos. With advances in data acquisition technology, data has become large and dynamic. A large number of examples often reduces the
generalization error of the trained model. In the deployment of new image-based diagnosis tools such as capsule endoscopy, new examples continue to be acquired, which enriches the understanding of the imaging modality and could potentially alter previous beliefs. Therefore, efficient and scalable learning approaches are needed that can modify the model structure without having to revisit all of the previously processed examples. The incremental learning method presented in this chapter is developed based on geometric support vector machines (SVMs). The chapter describes the concept of the skin of convex hulls and a method to identify it (only the examples within the skin are retained in the incremental training, which is approximated with the extreme points). The set of extreme points are found via a recursive process by searching along the direction defined by a pair of extreme points. When additional examples become available, they are used along with the retained ones within the skin of the convex hull constructed from the previous data set. This process results in a small number of instances used in incremental training steps and, hence, improved memory efficiency to handle a large amount of data, as well as robustness that exhibits competitive performance.

Chapter 7 provides a comprehensive review of a melanoma screening system, including various imaging technologies, publicly available skin lesion data sets, and image analysis methods such as lesion segmentation, feature extraction and selection, and classification. This chapter also describes in detail a method to bridge the gap between the domain knowledge of physicians (i.e., dermatologists) and computer-generated features representing size, shape, spatial relationship, and texture. Comprehensive comparison using publicly available skin lesion data sets demonstrates the advantage of incorporating domain knowledge.

Microcalcifications are tiny deposits of calcium that appear as small, bright spots on mammograms, and the detection of microcalcifications is an extremely challenging task. In Chapter 8, a novel, hybrid 2D complex-wavelet-transform-based (2D-CWT-based) multifractal feature extraction system is proposed for the detection of microcalcification clusters (MCCs) in digital mammograms. A hybrid feature set, including a set of texture-based features and a set of 2D-CWT-based multifractal features, is presented as the input to a SVM classifier for the detection of the MCCs. The 2D-CWT algorithm and its 2D-CWT-based novel multifractal feature extraction scheme are proposed in the book chapter. Experiments demonstrated a good MCC detection rate and a satisfactory ratio of the true positive fraction to the false positive fraction. The proposed MCC detection system with hybrid features provides an adequate framework for MCC detection.

Chapter 9 focuses on challenges in accurately and automatically detecting and validating suspected prostate cancer lesions in biopsy images. Despite recent improvements in detection and treatment, prostate cancer continues to be the most-common malignancy and the third-leading cause of cancer-related mortality in American men. Evaluation of prostate cancer can be
divided into detection, localization, classification, grading, and staging; accurate assessment is a prerequisite for optimal clinical management and therapy selection. Current diagnosis of prostatic adenocarcinoma is conducted by experienced pathologists using visual analysis of biopsy tissue samples: pathologists assess glass slides under a microscope in order to detect the presence of tumors and to assign a grade according to the architecture of prostatic glands. However, the grading process is time-consuming and error-prone, as well as highly influenced by pathologist experience, pathologist fatigue, and variability in the image interpretation. Therefore, CAD prostate cancer diagnosis has been developed to assist pathologists in the analysis of histopathology images. Prostate biopsy imaging has been accepted as a primary imaging modality for evaluating prostate cancer grades. In the coming decade, the main aim for prostate cancer imaging is more-accurate disease description, characterization, and interpretation through the synthesis of functional, anatomic, and molecular imaging information; therefore, in order to make accurate diagnoses, it is important to thoroughly understand their advantages and limitations, histological background related with image findings, and their clinical relevance for evaluating prostate cancer. Chapter 9 provides an overview of the current clinical approach for detecting and grading prostate cancer and describes the current status and future potential of CAD technology applied to prostate cancer, which is intended to be a support tool in cancer diagnosis and management. The chapter also presents some future perspectives and new strategies in pursuit of better prostate cancer CAD systems, and so on.

Chapter 10 investigates mass analysis using fractal dimension and shape factors in order to differentiate benign masses and malignant tumors. Fractal dimension (FD) and several shape factors—including compactness, convex deficiency, a measure based on Fourier descriptors, fractional concavity, and spiculation index—were calculated from the contour of a mass and used to estimate whether the mass is benign and malignant. The results indicate that shape analysis can lead to efficient discrimination between benign breast masses and malignant tumors. The results also show that fractional concavity gave the highest individual AUC (the area under the receiver operating characteristic curve).

Chapter 11 deals with tomographic imaging, and a new approach for reconstructing images from a finite number of projections is presented. In the new approach, the ray integrals of the image are transformed uniquely into the ray sums of the discrete image on the Cartesian lattice. The experimental results of image reconstruction from a finite number of projections are illustrated in the book chapter and demonstrate the effectiveness of the proposed approach.
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