Comparison of mid-infrared and Raman spectroscopy in the quantitative analysis of serum
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Abstract. Mid-infrared or Raman spectroscopy together with multivariate data analysis provides a novel approach to clinical laboratory analysis, offering benefits due to its reagent-free nature, the speed of the analysis and the possibility of obtaining a variety of information from one single measurement. We compared mid-infrared and Raman spectra of the sera obtained from 247 blood donors. Partial least squares analysis of the vibrational spectra allowed for the quantification of total protein, cholesterol, high and low density lipoproteins, triglycerides, glucose, urea and uric acid. Glucose (mean concentration: 154 mg/dl) is frequently used as a benchmark for spectroscopic analysis and we achieved a root mean square error of prediction of 14.7 and 17.1 mg/dl for mid-infrared and Raman spectroscopy, respectively. Using the same sample set, comparable sample throughput, and identical mathematical quantification procedures Raman and mid-infrared spectroscopy of serum deliver similar accuracies for the quantification of the analytes under investigation. In our experiments vibrational spectroscopy-based quantification appears to be limited to accuracies in the 0.1 mmol/l range. © 2005 Society of Photo-Optical Instrumentation Engineers. [DOI: 10.1117/1.1911847]
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1 Introduction

The spectroscopy of molecular vibrations is experiencing a renaissance due to substantial technical advances in experimental methods, increased computational capabilities and growing analytical demands. Potential medical applications are currently being investigated in various fields such as angiography, rheumatology, endocrinology, dentistry, or dermatology. In a routine clinical laboratory setting, body fluids like blood are particularly easy to obtain and are thus the most frequent primary material of investigation by laboratory diagnostics.

Blood has frequently been subjected to infrared and Raman spectroscopy. Since cellular components such as erythrocytes account for ~42% of the weight of blood, the vibrational spectroscopy of whole blood is modified by Mie scattering. Removal of the solid components leaves the liquid phase, which is called plasma. Although many investigations have shown very promising results for plasma, the collection of plasma unfortunately requires the addition of a highly standardized type and concentration of anticoagulant.

In contrast, serum is readily obtained from whole blood if (in addition to the cellular components) those substances are removed which contribute to the coagulation cascade, e.g., fibrinogen. In daily routine, serum is simply collected from whole blood by means of centrifugation. Hence, this manuscript focuses on the serum which is an easily accessible sample, needs no addition of anticoagulant, can be obtained reproducibly and is a very frequent sample type in routine laboratory diagnostics.

Water forms the basis of body fluids and accounts for 90% of the serum. In the mid-infrared region, where most of the basic vibrations of biomolecules occur, the absorption coefficient of water amounts to $10^2–10^3$ cm making the direct observation of vibrational modes of organic compounds in body fluids difficult. This difficulty may be mitigated or bypassed, e.g., by using transmission path lengths below 100 μm and/or intense mid-infrared light sources, employing attenuated total reflection techniques, or by investigating near-infrared overtones instead of the fundamental modes of the vibrations. Moreover, the body fluid could be dried such that the sample’s water content is substantially reduced and the remaining components of the body fluid can be dis-
Table 1  Mean, maximum and minimum values and standard deviation $\sigma_{rel}$ of the different analyte concentrations as determined by the reference method. The relative coefficient of variation (%CV) measures the precision of the reference methods upon re-sampling. The concentration of LDL cholesterol was determined using the Friedewald formula.

<table>
<thead>
<tr>
<th>Analyte</th>
<th>Mean [mg/dl]</th>
<th>Min [mg/dl]</th>
<th>Max [mg/dl]</th>
<th>$\sigma_{rel}$ [mg/dl]</th>
<th>Test method</th>
<th>%CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total protein</td>
<td>7008</td>
<td>6100</td>
<td>8100</td>
<td>376</td>
<td>Colorimetric assay</td>
<td>0.95</td>
</tr>
<tr>
<td>Glucose</td>
<td>154</td>
<td>42</td>
<td>423</td>
<td>103</td>
<td>Enzymatic UV test</td>
<td>1.7</td>
</tr>
<tr>
<td>Urea</td>
<td>31</td>
<td>15</td>
<td>56</td>
<td>7</td>
<td>Kinetic UV assay</td>
<td>3.4</td>
</tr>
<tr>
<td>Uric acid</td>
<td>5.3</td>
<td>2.5</td>
<td>9.0</td>
<td>1.3</td>
<td>Enzymatic colorimetric test</td>
<td>1.7</td>
</tr>
<tr>
<td>Cholesterol</td>
<td>133</td>
<td>37</td>
<td>392</td>
<td>38</td>
<td>CHOD-PAP</td>
<td>1.7</td>
</tr>
<tr>
<td>Triglycerides</td>
<td>198</td>
<td>119</td>
<td>338</td>
<td>68</td>
<td>GPO-PAP</td>
<td>1.8</td>
</tr>
<tr>
<td>HDL cholesterol</td>
<td>54</td>
<td>14</td>
<td>99</td>
<td>14</td>
<td>Enzymatic colorimetric test</td>
<td>1.85</td>
</tr>
<tr>
<td>LDL cholesterol</td>
<td>118</td>
<td>47</td>
<td>249</td>
<td>34</td>
<td>…</td>
<td>…</td>
</tr>
</tbody>
</table>

were determined by enzymatic tests using a MODULAR® PP system. The concentration of LDL cholesterol was calculated by the Friedewald formula. Note that these reference concentrations of analytes were determined after the aforementioned steps, particularly after spiking. Furthermore, the concentrations of cholesterol, triglycerides, HDL and LDL are physiologically interrelated. While the square of Pearson’s correlation coefficient indicates a substantial correlation ($r^2 = 0.86$) between cholesterol and LDL, $r^2$ is less than 0.3 for all other pairs of metabolites. For example, triglycerides are not completely unrelated to cholesterol ($r^2 = 0.19$) and HDL ($r^2 = 0.21$). Qualitatively, these observations also hold true when calculating $r^2$ within the various subsets (e.g., spiked samples versus unspiked samples) individually.

Minimum, mean, and maximum concentrations of each analyte are given in Table 1 together with the standard deviation of the concentrations and the reference test method. The standard measure for precision in a clinical laboratory is the coefficient of variation, which is determined by remeasuring the concentrations of analytes multiple times. The ratio between the coefficient of variation and the mean value of the concentration of the analyte under investigation, i.e., the relative coefficient of variation %CV, is listed in Table 1 for each of the individual reference methods.

Since more than 180 million people suffer from diabetes mellitus, a disorder of the glucose metabolism, the quantification of glucose has frequently served as a benchmark for the capabilities of vibrational spectroscopy in the context of clinical laboratory analysis. The quantification of glucose has therefore been emphasized throughout this manuscript.

We employed an automated pipetting system together with a Bruker Matrix HTS-XT spectrometer for the experiments using mid-infrared spectroscopy. Ninety-six-well silicon sample carriers were used for mid-infrared transmission spectroscopy; 3 μL of serum were pipetted onto a sample carrier in random order and left to dry in ambient air for 30 min. After drying, the film (thickness of 2–10 μm) was subjected.
to mid-infrared transmission spectroscopy. Spectroscopy is performed in transmission using a DLATGS detector, which in contrast to mercury cadmium telluride (MCT) detectors can be operated without liquid nitrogen cooling. Each spectrum was recorded in the wave number range from 500 to 4000 cm\(^{-1}\) and consisted of 3629 data points. Spectra were acquired at a resolution of 4 cm\(^{-1}\) and averaged over 32 scans. Blackmann–Harris three-term apodization was used and the zero filling factor was 4 (note that the use of a zero filling of 4 is standard practice in our laboratory but does not contribute to the accuracy of our results). To improve reproducibility each sample was pipetted and measured on three sample carriers and the three absorbance spectra of each sample were corrected for sample carrier background and normalized. We used a proprietary algorithm\(^{22}\) to correct for sample carrier background and to normalize the spectra. (Note that due to the good reproducibility of our measurement method during this study a simple background subtraction and standard vector normalization will give similar results). At each wave number the median of the three pre-processed spectra was calculated and the resulting spectrum was then subjected to further analysis. Although the actual integration time per spectrum was only 29 s, the triplicate measurement, the spectroscopic determination of the sample carrier background and the sample handling time resulted in an average processing time of 5 min per sample. The sample carriers were discarded after use.

Stability of the mid-infrared system was coarsely assessed by calculating the area under the spectra before normalizing. Variations of the area under each spectrum are caused primarily by variations of the shape and thickness of the dried film of serum, which finally leads to a variation in optical path length. We find that the area under curve varied by less than ±20% among the measurements in this study. However, one sample was excluded from further analysis since the area under the mid-infrared spectra amounted to less than 50% of the expected value for all three absorbance spectra originating from this sample.

A Kaiser Optical HoloSpec f/1.8i spectrometer was used for Raman spectroscopy. Laser radiation (wavelength 785 nm) interacted with the sample within a quartz cuvette (power at the location of the sample: 200 mW) and backscattered radiation was collected using an Olympus PL4X lens. Ten quartz cuvettes were alternated and, after ten measurements, the cuvettes were cleaned in 1% Hellmanex II solution (Hellma GmbH&Co. KG, Müllheim/Baden, Germany) at 70 °C, dried and used for the next set of measurements. Spectral resolution was 8 cm\(^{-1}\). Spectra were acquired over 5 min during 12 acquisitions of 25 s each. The raw spectra were normalized and a fifth order polynomial background was subtracted in the region from 300 to 1870 cm\(^{-1}\) using an iterative algorithm.\(^{23}\) Further details of the Raman experiments are reported in Ref. 19.

The strategy of the comparison was to use an optimum setting for each spectroscopic method individually, but to require the working conditions from a laboratory standpoint and the data analysis to be as equivalent as possible for both methods. Differences and similarities between the parameters used for the two approaches are listed in Table 2. While many of the parameters had become an internal working standard during our prior investigations, we paid particular attention to request a throughput of at least 80 samples per day for both spectroscopic methods. Furthermore, liquid nitrogen cooling had to be avoided in the view of possible future laboratory application. We used samples from the same study for the investigation of both spectroscopic approaches and we split the spectra into the same calibration and validation sample subsets. Finally, identical multivariate analysis algorithms were used for the quantitative analysis of the pre-processed spectra.

After the spectroscopy and the pre-processing of spectra had been completed, all data (laboratory data and spectra) of the 247 donors were divided into a teaching set of 148 donors’ data and a set of 99 donors’ data for independent validation. Those samples exhibiting the lowest and the highest concentrations of the different analytes were always assigned to the teaching set. The statistical equivalence of the teaching and validation sets was verified on the basis of two-sample t-tests and two-sample F-tests for the different analytes. For teaching, partial least squares regression (PLS) was performed using MathWorks’ MatLab\textsuperscript{TM} 6.0 Release 12 together with SIMPLS algorithm implemented in the PLS Toolbox 2.1 by Eigenvector Research, Inc. In order to optimize the training within the teaching data set, the root-mean-square error of calibration (RMSEC) and the root-mean-square error of leave-one-out cross validation (RMSECV) were calculated

\[
\text{RMSEC} = \left[ \frac{1}{N_{\text{teach}}} \sum_{i=1}^{N_{\text{teach}}} (c_{\text{pred},i} - c_{\text{ref},i})^2 \right]^{1/2}
\]

\[
\text{RMSECV} = \left[ \frac{1}{N_{\text{teach}}} \sum_{i=1}^{N_{\text{teach}}} (c_{\text{pred},i} - c_{\text{ref},i})^2 \right]^{1/2}
\]

Here \(c_{\text{ref},i}\) and \(c_{\text{pred},i}\) denote the concentrations of analytes in sample \(i\) as determined by the reference method and by the spectroscopic measurement, respectively. \(N_{\text{teach}}\) is the number of teaching samples. \(N_{\text{teach}} = 148\) and \(LV\) is the number of latent variables used for the PLS calibration. The optimum \(LV\) was chosen by selecting that value for \(LV\), which corresponds to the minimum of RMSECV.

The validation set remained blinded until the teaching had been finalized. As a measure for the prediction accuracy of the system, the root-mean-square error of prediction (RMSEP) was calculated according to

\[
\text{RMSEP} = \left[ \frac{1}{N_{\text{val}}} \sum_{i=1}^{N_{\text{val}}} (c_{\text{pred},i} - c_{\text{ref},i})^2 \right]^{1/2}
\]

\(N_{\text{val}}\) is the number of validation samples. \(N_{\text{val}} = 99\) for Raman spectroscopy, \(N_{\text{val}} = 98\) for mid-infrared spectroscopy. Relative errors (%RMSEP) are calculated as the ratio between RMSEP and the mean concentration.

3 Results

An example of the mid-infrared spectrum of a dried film of serum is given in Fig. 1. The mid-infrared spectrum is dominated by the infrared absorption of proteins such as albumin or globulins, which, after drying, constitute the major components of the serum film. Proteins exhibit characteristic vibrations of the polypeptide skeleton. The most pronounced peak
at 1653 cm$^{-1}$ is caused by the Amide I vibration of the peptide chain. Similarly, the peaks at 1545 cm$^{-1}$ and around 1270 cm$^{-1}$ can be assigned to the Amide II and Amide III vibrations. The O–H stretch vibration is reflected as a broad feature around 3300 cm$^{-1}$, which also contains a triplet structure arising from stretch vibrations of $\text{C–H in CH}_2$ and $\text{CH}_3$.

Figure 2 shows the Stokes-shifted Raman signal of serum after background subtraction. While the $\text{C–H}_3$ stretch vibrations around 2900 cm$^{-1}$ appear to be similar to the mid-infrared case, the spectrum substantially differs at lower wave numbers. The Amide I band is strongly decreased and the Amide III band is part of the most prominent feature of the spectrum. Furthermore, the essential amino acids phenylalanine and tyrosine can be clearly identified at 1003 cm$^{-1}$ and at the 829/851 cm$^{-1}$ duplet, respectively.

Quantification of the concentration of the analytes was performed by training a PLS algorithm individually for each analyte within the spectral regions shown in Table 2. As an example, the root-mean-square errors resulting from the PLS analysis of infrared spectra are illustrated in Fig. 3 for the case

| Table 2 Main characteristics of the parameters used for infrared and Raman spectroscopy. Note that aliquots of identical serum samples have been used for both approaches. |
|---|---|---|
| **Process parameters** | **FTIR** | **RAMAN** |
| Samples throughput | 80/day |  |
| Need for liquid nitrogen cooling | no |  |
| Sample carrier type | Silicon plate | Quartz cuvette |
| Sample carrier reuse | No | Yes |
| Background measurement | Yes | No |
| Sample volume used | 100 µL | 1 mL |
| Sample handling | Automated | Manual |
| Sample drying | Yes | No |
| Multiplicity of measurement | TriPLICATE | SINGLE |

<table>
<thead>
<tr>
<th><strong>Spectroscopy parameters</strong></th>
<th><strong>Light source</strong></th>
<th><strong>Detector type</strong></th>
<th><strong>Acquisition time for a single spectrum</strong></th>
<th>Detected wave number range</th>
<th>Spectral resolution</th>
<th>Zero filling</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FTIR</strong></td>
<td>Globar</td>
<td>DLaTGS</td>
<td>30 s</td>
<td>500–4000 cm$^{-1}$</td>
<td>4 cm$^{-1}$</td>
<td></td>
</tr>
<tr>
<td><strong>RAMAN</strong></td>
<td>Semiconductor laser</td>
<td>CCD</td>
<td>5 min.</td>
<td>300–3500 cm$^{-1}$</td>
<td>8 cm$^{-1}$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Analysis parameters</strong></th>
<th><strong>Data pre-treatment</strong></th>
<th><strong>Wave number range used for PLS analysis of proteins</strong></th>
<th><strong>Wave number range used for PLS analysis of all other analytes</strong></th>
<th><strong>Teaching set</strong></th>
<th><strong>Teaching algorithm</strong></th>
<th><strong>Determination of optimum No. LV</strong></th>
<th><strong>Independent validation set</strong></th>
<th><strong>Measure of quality of quantification</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FTIR</strong></td>
<td>Background correction, normalization</td>
<td>1220–1690 cm$^{-1}$</td>
<td>500–1800 and 2500–3300 cm$^{-1}$</td>
<td>148 serum samples</td>
<td>SIMPLS</td>
<td>minimum of RMSECV</td>
<td>99 serum samples</td>
<td>RMSEP</td>
</tr>
<tr>
<td><strong>RAMAN</strong></td>
<td>Subtraction of 5th order polynomial, normalization</td>
<td>300–1500 cm$^{-1}$</td>
<td>300–1500 cm$^{-1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
of glucose. Here, the minimum of RMSECV occurs at \( LV_{\text{min}} = 15 \). For glucose as well as the other seven parameters \( LV_{\text{min}} \) is given in Table 3 together with the corresponding values for RMSEC and RMSECV.

Since the values of RMSECV are very similar in the vicinity of \( LV_{\text{min}} \), it is interesting to ask in how far RMSECV becomes minimal at the given values of \( LV_{\text{min}} \) at random. In other words, will the minimum of RMSECV be found at exactly the same values of \( LV_{\text{min}} \) as listed in Table 3 if one were to repeat the whole experiment? We find that, for instance, in the case of glucose the distribution of residue of the leave-one-out cross validation for \( LV_{\text{min}} = 15 \) is not significantly different from that calculated for any value of \( LV \) between 9 and 31 (\( F \)-test, \( \alpha = 0.05 \)). Similarly, different ranges of statistically equivalent values for \( LV \) are given in Table 3 for the eight parameters under investigation.

After the teaching of the algorithms had been finalized and \( LV_{\text{min}} \) had been determined, the spectra of the validation set were subjected to blinded validation. The analyte concentrations of the 98 validation samples investigated by mid-infrared spectroscopy were predicted based on the PLS model and subsequently compared to the concentration derived by the laboratory method (see Fig. 4; the predictions for the case of the 99 Raman spectra are illustrated in Ref. 19). The results of the quantitative analysis are summarized in Table 4 for both, mid-infrared and Raman spectroscopy. For completeness and since the particular values of \( LV_{\text{min}} \) are subject to some randomness (as outlined above) we have also calculated the RMSEP for all those PLS models, in which the number of latent variables was within the discussed ranges of statistically equivalent values of \( LV \). The minimum (RMSEP\(_{\text{min}}\)) and maximum (RMSEP\(_{\text{max}}\)) prediction error observed within the given range of \( LV \) are listed in Table 4 for each analyte.

The predictions obtained by using mid-infrared spectroscopy may be compared to the results of Raman spectroscopy. As an example, the difference between the predicted concentration and its actual concentration as determined by laboratory analysis is illustrated for the case of glucose in Fig. 5 for both technologies. Beyond the qualitative impression of the scatter of the data, the calculation of RMSEP allows for a more quantitative comparison. A RMSEP of 14.7 and 17.1 mg/dl was achieved for mid-infrared and Raman spectroscopy, respectively. No significant differences between the mean values of the shown residue (paired \( t \)-test; \( P = 0.03 \)) as well as their spread (\( F \)-test; \( P = 0.04 \)) could be detected between the two spectroscopic methods.

### 4 Discussion

Our comparative study was dedicated to the quantitative analysis of Raman spectra of native serum and mid-infrared spectra of films formed from serum upon drying. To the best of our knowledge the investigations presented in this manuscript constitute the most comprehensive comparison between mid-infrared and Raman spectroscopy with regard to determining the concentration of analytes in serum.

Particular attention was paid to requesting identical operating parameters for both methods from a clinical laboratory viewpoint, namely equal throughput and the avoidance of liquid nitrogen cooling. In addition, the data analysis procedures were identical once the pre-treatment of the raw spectra of each method was finalized. Furthermore, it was important that the identical samples were used for both methods, including the identical splitting and sorting into teaching and validation data sets.

For an unbiased analysis it was important to rigorously train the PLS algorithm using the teaching data only and to perform an independent validation thereafter. As part of this clear separation between the teaching and the validation data set, the search for the optimum dimensionality of the problem (i.e., identifying “optimum” number of latent variables \( LV_{\text{min}} \) for the PLS algorithm) was based on the teaching set only. After all parameters of the PLS model had been defined, in-
dependent validation was performed and the root-mean-
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Table 3 Results of the teaching procedure. \( \text{LV}_{\text{min}} \) denotes that number of latent variables, for which the root-mean-square error of leave-one-out cross validation (RMSECV) becomes minimal. RMSEC is the root-mean-square error of calibration. Since RMSECV does not statistically differ from its minimum value
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the precision of the system. We find that, on average, %CV ranges from 4% (protein) to 16% (LDL). These numbers have to be compared to 4.7% and 16.4% for the %RMSEP of protein and LDL, respectively. Thus, we find that for these, as well as most of the other analytes, the error observed upon remeasuring the sample still substantially contributes to the overall error in the case of infrared spectroscopy of serum. The challenge in reproducibility might be caused by the high susceptibility of mid-infrared spectroscopy to changes in environmental conditions (in particular water vapor and tem-

Fig. 4 Concentrations of analytes in the validation samples as predicted by mid-infrared spectroscopy ($c_{\text{pred}}$) as compared to the concentrations determined by the laboratory methods ($c_{\text{ref}}$). Corresponding Raman data have been published in Ref. 19.
Rohleder et al.: Comparison of mid-infrared and Raman spectroscopy

Table 4 Results of the independent validation. RMSEP($L_V$) denotes the root-mean-square error of prediction at that number of latent variables, for which the root-mean-square error of leave-one-out cross validation (RMSECV) became minimal (see Table 3). RMSEP$_{\text{min}}$ and RMSEP$_{\text{max}}$ denote the minimum and maximum values of RMSEP observed when using PLS calibration models on the basis of different values of $L_V$ (in brackets) within a range statistically equivalent to $L_V$.

<table>
<thead>
<tr>
<th>Analyte</th>
<th>RMSEP($L_V$)$_{\text{min}}$ [mg/dl]</th>
<th>RMSEP($L_V$)$_{\text{mid}}$ [mg/dl]</th>
<th>RMSEP$_{\text{max}}$($L_V$) [mg/dl]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IR</td>
<td>Raman</td>
<td>IR</td>
</tr>
<tr>
<td>Total protein</td>
<td>328 (3)</td>
<td>176 (10)</td>
<td>323 (4)</td>
</tr>
<tr>
<td>Glucose</td>
<td>14.7 (15)</td>
<td>17.1 (10)</td>
<td>13.4 (24)</td>
</tr>
<tr>
<td>Urea</td>
<td>3.3 (18)</td>
<td>4.4 (12)</td>
<td>3.3 (21)</td>
</tr>
<tr>
<td>Uric acid</td>
<td>1.4 (10)</td>
<td>1.1 (12)</td>
<td>1.3 (7)</td>
</tr>
<tr>
<td>Cholesterol</td>
<td>16.1 (12)</td>
<td>11.5 (12)</td>
<td>15.0 (11)</td>
</tr>
<tr>
<td>Triglycerides</td>
<td>18.1 (19)</td>
<td>20.7 (15)</td>
<td>17.5 (17)</td>
</tr>
<tr>
<td>HDL cholesterol</td>
<td>11.9 (15)</td>
<td>11.0 (10)</td>
<td>11.8 (14)</td>
</tr>
<tr>
<td>LDL cholesterol</td>
<td>19.4 (12)</td>
<td>15.7 (14)</td>
<td>18.6 (18)</td>
</tr>
</tbody>
</table>

Fig. 5 Difference between the concentration $c_{\text{pred}}$ as predicted by Raman (circles) or mid-infrared (triangles) spectroscopy and the concentration $c_{\text{ref}}$ as determined by the laboratory analysis. The dashed (dotted) lines indicate the values of ±RMSEP for the mid-infrared (Raman) spectroscopic data.

Fig. 6 Root-mean-square error of prediction as a function of mean analyte concentration in the case of Raman (circles) and mid-infrared (triangles) spectroscopy. The dotted lines indicate relative errors of prediction (%RMSEP) of 5%, 10% and 20%.

protein in our study population. Similar conclusions may be drawn for HDL and uric acid, for which the relative prediction errors exceed the biological variation among the donors of our study population by only 30% or less. In contrast, the %RMSEP values for cholesterol, triglycerides, LDL and urea are up to four times smaller than the biological spread of concentrations showing that for those parameters mid-infrared and Raman spectroscopy might supply a valuable tool for quantification. It may be speculated that—similar to the case of glucose, where we have artificially spiked the samples to deliver concentrations of glucose outside the normal, but well within the possible physiological range—the quantification accuracy of protein, HDL, and uric acid may appear more favorable in future studies, using samples which originate from diseased people suffering, e.g., from dyslipidemia or gout.
Table 5 Results of the multivariate analysis of mid-infrared and Raman spectra. The given values are the root-mean-square errors of prediction (RMSEP) of a validation using $N_{\text{val}}$ independent samples. As an exception the results reported in Refs. 6 and 8 were obtained using leave-one-out (LOO) validation and the values are therefore marked with an asterisk. For the study reported in this manuscript $N_{\text{val}}=99$ samples were subjected to the validation process for both methods. (Note that in the case of infrared spectroscopy one sample was excluded from the evaluation due to unusually low absorbances in all three repetitions of the pipetting.) $N_{\text{tot}}=247$ is the total number of samples used in the study. HDL and LDL denote the high and low density lipoprotein fraction of cholesterol, respectively. All concentrations are given in mg/dl.

<table>
<thead>
<tr>
<th>Reference</th>
<th>$N_{\text{tot}}$</th>
<th>$N_{\text{val}}$</th>
<th>Total protein</th>
<th>Triglycerides</th>
<th>Cholesterol</th>
<th>HDL</th>
<th>LDL</th>
<th>Glucose</th>
<th>Urea</th>
<th>Uric acid</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mid-infrared</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This study</td>
<td>247</td>
<td>99</td>
<td>328</td>
<td>18.1</td>
<td>16.1</td>
<td>11.9</td>
<td>19.4</td>
<td>14.7</td>
<td>3.3</td>
<td>1.4</td>
</tr>
<tr>
<td>a</td>
<td>300</td>
<td>100</td>
<td>280</td>
<td>20.1</td>
<td>10.8</td>
<td>...</td>
<td>...</td>
<td>7.4</td>
<td>6.6</td>
<td>2.4</td>
</tr>
<tr>
<td>b</td>
<td>300</td>
<td>100</td>
<td>310</td>
<td>23.6</td>
<td>11.2</td>
<td>...</td>
<td>...</td>
<td>27</td>
<td>7.2</td>
<td>...</td>
</tr>
<tr>
<td>c</td>
<td>90</td>
<td>30</td>
<td>...</td>
<td>30.6</td>
<td>14.7</td>
<td>12.0</td>
<td>13.5</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>d</td>
<td>122</td>
<td>24</td>
<td>...</td>
<td>13</td>
<td>15</td>
<td>...</td>
<td>...</td>
<td>16</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>e</td>
<td>306 (LOO)</td>
<td>240*</td>
<td>16.6*</td>
<td>11.3*</td>
<td>...</td>
<td>...</td>
<td>9.5*</td>
<td>2.0*</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td><strong>Raman</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This study</td>
<td>247</td>
<td>99</td>
<td>176</td>
<td>20.7</td>
<td>11.5</td>
<td>11.0</td>
<td>15.7</td>
<td>17.1</td>
<td>4.4</td>
<td>1.1</td>
</tr>
<tr>
<td>f</td>
<td>60</td>
<td>18–24</td>
<td>71</td>
<td>...</td>
<td>10.4</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>g</td>
<td>66 (LOO)</td>
<td>190*</td>
<td>29*</td>
<td>12*</td>
<td>...</td>
<td>...</td>
<td>26*</td>
<td>3.8*</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

* Reference 24.
* Reference 25.
* Reference 27.
* Reference 6.
* Reference 18.
* Reference 8.

The accuracy of present-day laboratory testing for the parameters investigated is still significantly better than the spectroscopic results. Even more so, the presented results of spectroscopy may be perceived as overoptimistic since, e.g., long-term drifts and instrument-to-instrument variations were purposely avoided in our study. Thus, one might be tempted to conclude that the quantitative analysis of serum based on vibrational spectroscopy cannot compete with present day laboratory diagnostics. However, spectroscopy has the advantage that only one measurement is needed in order to quantify all the shown parameters simultaneously. Furthermore, no reagents are needed for the analysis, thus eliminating reagent costs and reducing logistic efforts. In cases for which moderate accuracy is permissible, vibrational spectroscopy might open the path towards a less expensive and more rapid analysis with the additional benefit of requiring small sample volumes.
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