Determination of optical scattering properties in turbid media using Mueller matrix imaging
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Abstract. A need exists for the continued development of diagnostic tools and methods capable of distinguishing and characterizing slight differences in the optical properties of tissues. We present a method to estimate the scattering coefficient contribution as a function of particle size in complex mixtures of polystyrene spheres. The experimental method we used is a Mueller matrix imaging approach. The Mueller matrix encodes the polarization-dependent properties of the sample and describes how a given sample will transform an incident light polarization state. A partial least-squares approach is used to form a model around a set of Mueller matrix image-based measurements to accurately predict the individual scattering coefficient contributions in phantoms containing 0.2, 0.5, 1, and 2 µm-diameter polystyrene spheres. The results show individual scattering coefficient contribution errors as low as 0.1585 cm⁻¹ can be achieved. In addition, it is shown how the scattering type (i.e., Rayleigh and Mie) is encoded within the Mueller matrix. Such methods may eventually lead to the development of improved diagnostic tools capable of characterizing and distinguishing between tissue abnormalities, such as superficial cancerous lesions from their benign counterparts. © 2006 Society of Photo-Optical Instrumentation Engineers. [DOI: 10.1117/1.2363347]
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1 Introduction

It is well known that through the characterization of the polarization effects in scattered light, useful information on the properties of turbid media can be obtained. As early as 1976, Bickel et al. found that Bacillus Subtilis suspensions affected the angular distributions of the scattering matrix.1 Expanding on this early work, Hilscher et al. investigated how radial and azimuthal variations observed in diffusely backscattered polarization images of intralipid and polystyrene sphere suspensions changed with particle size, concentration, and the anisotropy factor.2 Backman et al.3 and Bartlett et al.4 also demonstrated how polarized light scattering spectroscopy can be used to measure and characterize particle size distribution. In regards to in vivo tissue characterization, Demos et al.5 and Jacques et al.6 also reported on the use of backscattered polarized light for surface and subsurface imaging of biological materials. In these investigations, it was found that through the use of polarized light, the contrast of polarization-sensitive structures in tissue could be significantly enhanced to provide useful diagnostic information. Most recently, in 2004, Yaroslavsky et al.7 demonstrated how polarization-based reflectance and fluorescence imaging can be used for improved demarcation of skin tumors, and in 2005, Angelsey et al.8 investigated how the correlation structure of biological tissue polarization images can be used for cancer diagnostics. These investigations represent only a brief subset of the numerous and considerable advances in polarization-based biological measurements made over the past few years.

When describing photon migration in turbid media, common parameters of interest are the absorption coefficient, μa, the scattering coefficient, μs, and the scattering phase function. Although several methods may be used to experimentally measure these parameters, the inverse adding-doubling integrating sphere technique is a popular approach.9 Other useful optical parameters can also be experimentally measured by other approaches, such as by the method reported by Wang et al.10 In their investigation, a laser beam with an oblique angle of incidence was used to measure the reduced scattering coefficient of turbid media. Bevilacqua et al.11–13 also reported on local and superficial optical characterization of biological tissues achieved through spatially resolved diffuse reflectance at small source-detector separations. In these works, they investigated how extremely sensitive the determination of the absorption and reduced scattering coefficients are in relation to the phase function. However, regardless of the technique, most optical property measurement approaches only take into account the overall optical properties of the sample. In this paper, we present a technique to quantify the individual optical scattering coefficient contributions as a function of particle size for complex mixtures of polystyrene...
spheres. This technique exploits information encoded in the polarizationsensitive Mueller matrix, which is well known to provide a complete description of the polarization properties of an optical sample. In order to predict the scattering coefficient contributions for a single point. An example of an image-based Mueller matrix for a turbid phantom is shown in Fig. 1, where the size of each element is 1.6 cm × 1.6 cm and the image plane is taken at the surface of the sample. It should be noted that each element of the Mueller matrix corresponds to the same sample area; however, the observed differences represent different polarization dependencies as further described in Sec. 3.1.

2.2 Partial Least Squares

Partial least squares (PLS) is a method that generalizes and combines features from principal component analysis (PCA) and multiple regression. PLS regression is based on the latent variable approach, which identifies principal components (latent variables) of a set of independent variables. These variables are mutually independent (orthogonal) linear combinations of original descriptors. This method provides particularly useful when it is desired to predict a set of dependent variables Y from a large set of independent variables X (i.e., predictors). PLS regression searches for a set of latent variables that performs simultaneous decompositions of X and Y with the constraint that these latent variables describe the maximum covariance between X and Y. This is followed by a regression step where the decomposition of X is used to predict Y. In our investigation, PLS is used to form a calibration model around a set of Mueller matrix image-based data, which are then used to predict the scattering coefficient contribution as a function of particle size.

2.3 Feature Selection

Although PLS is suitable for full data-set analysis, variable or feature selection is a commonly used procedure to reduce the size of data sets as well as to improve the prediction performance in calibration and validation. The reasoning behind improved prediction is well-described in literature and is due to a variety of factors. One specific reason is that irrelevant and/or redundant variables can be identified and removed, thereby improving the signal-to-noise ratio as well as reducing the overall number of observations to avoid overfitting the multivariate models. After variable selection, predictive abilities are usually enhanced and the models are much simpler and more robust.

In terms of implementation, optimization techniques such as simulated annealing (SA) and genetic algorithms (GAs) have frequently been used. In this investigation, we adopted a previously reported algorithm, known as “feature selection,” to optimize our calibration models and locate the most relevant variables used in prediction. This method employs a stepwise selection approach to improve PLS prediction through the use of multiple chains of rankings using signal-to-noise ratio (SNR), where \( \hat{\beta} \) is the slope estimated from ordinary least-square regression of spatial intensities X at the i-th frequency onto Y variables (scattering coefficient), and \( \hat{\sigma} \) is the estimated standard deviation at the i-th location. The algorithm begins by computing the spectral SNR followed by ranking the variables in decreasing order of SNR. This is the first ranking chain, from which the variables with the largest rank is used to generate the “estimated spatial image” as the product of the regression coefficient and Y. The
residual spatial images, which are calculated as the difference between the original image and the estimated image, are then used to calculate a second SNR. The second ranking chain is obtained by sorting the SNR in descending order. The process continues until a predetermined number of chains have been generated. Once the final ranking chain is generated, the evaluation phase that is common to most stepwise techniques begins. At each step, a variable is added, a calibration model is constructed, and the root-mean-square error of cross-validation (RMSECV) is generated. A spatial position is added to the selected positions only if it produces a reduction in RMSECV. In our case, the selected transformed 1-D spatial position arrays are then transformed back to get the 2-D spatial selections. As presented later, this algorithm provides considerable insight into how scattering type (e.g., Rayleigh versus Mie) and particle size are encoded into the Mueller matrix.

3 Materials and Methods

3.1 Experimental Setup

The experimental setup, seen in Fig. 2, is similar to that reported in our previous study. An argon ion laser (Melles Griot, CA) is used as the light source, emitting at a wavelength of 514 nm with a power of 5.45 mW. The beam is initially polarized by a horizontal Glan Thompson polarizer (Melles Griot, CA). The input polarization state is controlled electro-optically with no moving parts via two liquid-crystal voltage-dependent variable retarders (Meadowlark Optics, CO) with the ability to alter the incident polarization state between horizontal (H), vertical (V), +45° linear (P), and right circular (R). The polarized beam is then focused by a lens through a hole in a 45° mounted mirror onto the sample. The backscattered light from the sample is reflected through the output pathway consisting of two additional electro-optic variable retarders and a Glan–Thompson vertical polarizer. The output pathway is used to analyze the backscattered polarization state (e.g., H, V, P, R). The image is acquired by a thermoelectric-cooled 512 × 512 16-bit CCD camera (Apogee CCD, CA) fitted with a Nikon adjustable zoom lens. The sample Mueller matrix is calculated by 16 combinations of...
input and output polarization states. The Mueller matrix reconstruction is automated through a custom LabVIEW® program, which controls the CCD camera and the polarization states through a digital-to-analog (D/A) converter (National Instruments, Austin, TX).

3.2 Poly-Disperse Suspensions (Complex Mixtures)

Poly-disperse aqueous polystyrene sphere suspensions are used as the scattering phantoms, with each containing several particle sizes (0.2, 0.5, 1, and 2 μm-diameter spheres). Two sets of 60 ml phantoms with overall scattering coefficients ranging from 1 to 15 cm⁻¹ were created with each containing two or more different sizes of polystyrene spheres. The overall scattering coefficient, for a given sample, consists of individual scattering coefficient contributions for each particle size, which were chosen through random combinations. Therefore, each sample consists of multiple particle sizes each in different concentrations. For example, one of the phantoms with an overall scattering coefficient of μ_0 = 7.25 cm⁻¹ contained 0.2, 0.5, 1, and 2 μm-diameter particles each with an individual scattering coefficient contribution of 0.5, 1.5, 0.25, and 5 cm⁻¹, respectively.

3.3 Experimental Protocol

For each set of 60 poly-disperse turbid phantoms, the respective 16-element Mueller matrices were acquired. The individual matrix elements were cropped to 180×180 pixels, with the center located at the physical laser incidence point. The approximate size of each image was 1.6 cm × 1.6 cm. To illustrate the type of images acquired, Fig. 1 is an example of a Mueller matrix image collected for the previously described μ_0 = 7.25 cm⁻¹ complex phantom. Due to the image symmetry observed in the individual elements, in order to reduce the data set, only the upper left quadrant of each element is taken into consideration in the analysis. In addition, all elements are normalized to the first element, M_{11}, and the other 15 elements except M_{11} are combined together into a single 2-D image array. To apply the PLS technique, the combined 2-D array for each of the 60 samples is transformed into a 1-D data array, resulting in 60 image spectra of length 121,500. All calculations were performed in MATLAB® 6.5 (Mathworks, Natick, MA) and with the PLS_Toolbox (Eigenvector Technologies, Manson, WA). For one set of data, a PLS calibration model was determined using a total of 5 latent variables. This number of latent variables was determined through a cross-validation analysis in which 5 latent variables minimized the cross-validation error. This approach ensures that the data set is not “overmodeled” during the calibration process. One possible explanation why five latent variables minimized the cross-validation error is that 1 latent variable is needed to represent each particle size, 4 total, and an additional one for the variation in water concentration. The second set of data was used as an independent data set to perform validation. Respective standard errors of calibration and validation for prediction of each particle size were then computed.

In addition to the standard PLS analysis, previously described, a second calibration model was also formed after preprocessing the raw data set to identify the most relevant spatial positions, which were then used to resample the data to obtain a reduced data set. This was achieved via the “chain-select” algorithm discussed in Sec. 2.3. The purpose behind this step was two-fold: (1) to further reduce prediction error and the overall data size required for prediction, and (2) to identify the most relevant information present in the Mueller matrix structure that was used for accurate prediction for each respective particle size in a complex mixture. As with the prior analysis, respective standard errors of calibration and validation for prediction of each particle size were then computed.

4 Results and Discussion

According to the methods described in Sec. 3, a PLS multivariate calibration model was formed from one set of Mueller matrix raw data consisting of a total of 60 phantoms, each representing a poly-disperse mixture of polystyrene spheres of different size spheres. Five latent variables were utilized in the calibration model, which was chosen based on the total possible number of different size spheres present in a single sample, four total, plus an additional one for the variation in water concentration. The use of five latent variables allowed the capture of high variance in both the transformed image intensities and the scattering coefficient contributions, 90.15% and 90.64%, respectively, while avoiding overfitting of the model to the data. Plots of predicted versus actual scattering coefficient contribution for every particle size within each of the 60 samples in calibration using the raw data set (i.e., unprocessed for spatial selection) are presented in Fig. 3. The standard errors of calibration (SEC), summarized in the first column of Table 1, for each particle size ranged from 0.3308 to 0.8582 cm⁻¹. In addition, to further validate the predictive capability of the computed model, a second set of independently collected data was used. In validation, the prediction results of scattering coefficient contribution for each particle size are shown in Fig. 4 and summarized in the second column in Table 1. Although the standard errors of prediction (SEP) as compared to SECs are larger in each case, in comparison to the overall range of scattering coefficient contributions being predicted, it does not appear that the calibration model is significantly overfitting the data. As can be partially seen in Fig. 3, although many data points overlap, the respective prediction errors for 0.2, 0.5, 1, and 2 μm-diameter particles for zero concentration are 0.3144, 0.4238, 0.3381, and 0.3730 cm⁻¹, respectively. Based on this, the majority of the overall error contribution appears to be caused by prediction errors for the zero-contribution scattering coefficient (i.e., prediction error when a certain type of particle is not present in the sample). Therefore, signal and noise due to other particle sizes cannot completely be distinguished in the model.

As an additional processing step, the raw data used in the previously described analysis were preprocessed before computing the calibration model with the PLS technique. The purpose of the preprocessing was to determine the most useful spatial locations in the overall Mueller matrix that provides accurate prediction of the scattering coefficient contribution for each respective particle size in the poly-disperse suspensions. To perform the spatial selection preprocessing, the method described in Secs. 2.3 and 3.3 was employed. After preprocessing the raw data set, its overall size was reduced from 60 samples × 121,500, in length to 60 samples × 2,999,
in length. Using the resampled data set, we formed a PLS multivariate calibration model. Again, five latent variables were utilized in the calibration model. For the spatially selected preprocessed data, the standard errors of calibration (SEC), summarized in the third column of Table 1, for each particle size ranged from 0.1585 to 0.7372 cm\(^{-1}\) and the overall errors were reduced in comparison to the unprocessed raw data in all cases, except for the 1 \(\mu m\)-diameter spheres. In addition, to further validate the predictive capability of the computed model, the second set of independently collected data was resampled, choosing the same spatial locations used during calibration. In validation, the prediction results of scattering coefficient contribution for each particle size are summarized in fourth column of Table 1. As can be seen, similar standard errors of prediction (SEP) compared to the SEPs using the raw data set are observed; however, this was achieved using a considerably smaller subset of the original data size.

Although the use of spatial selection can considerably reduce the overall size of the data set needed for accurate prediction, it can also shed insight about the inherent structure of the data set and the location of relevant points useful in the prediction of the respective components (e.g., in this case, the scattering coefficient contribution for each respective particle size). In our experimental approach, the probing light has a wavelength of 514 nm, or 0.514 \(\mu m\). For particle sizes significantly smaller than the wavelength of light, scattering with

<table>
<thead>
<tr>
<th>Particle</th>
<th>SEC (raw data)</th>
<th>SEP (raw data)</th>
<th>SEC (spatially selected)</th>
<th>SEP (spatially selected)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2 (\mu m)</td>
<td>0.3308</td>
<td>0.4514</td>
<td>0.1585</td>
<td>0.3571</td>
</tr>
<tr>
<td>0.5 (\mu m)</td>
<td>0.8582</td>
<td>0.9635</td>
<td>0.3539</td>
<td>0.7837</td>
</tr>
<tr>
<td>1 (\mu m)</td>
<td>0.5116</td>
<td>1.5237</td>
<td>0.7372</td>
<td>1.5619</td>
</tr>
<tr>
<td>2 (\mu m)</td>
<td>0.8041</td>
<td>0.9877</td>
<td>0.5648</td>
<td>0.9138</td>
</tr>
</tbody>
</table>

Fig. 3 Scattering coefficient contribution prediction in calibration for (a) 0.2 \(\mu m\), (b) 0.5 \(\mu m\), (c) 1.0 \(\mu m\), and (d) 2.0 \(\mu m\)-diameter spheres.
properties as characterized by the Rayleigh approximation is more dominant; for particle sizes greater than the wavelength of light, scattering with properties as characterized by Mie theory is more dominant. Through the use of the employed spatial selection method, we can show that the type of scattering involved is directly encoded within specific areas of the Mueller matrix for each respective particle size. To illustrate this, the Mueller element $M_{12}$ was chosen (see Fig. 5). In the $M_{12}$ element, it can be seen for the 0.2 $\mu$m particle size, Fig. 5(a), where Rayleigh scattering was dominant, considerable locations near the center of the element were used in prediction. In addition, locations to represent or preserve the azimuthal variations in the element were also selected. As the particle size begins to approach the wavelength of light (e.g., for the 0.5 $\mu$m particle size), as shown in Fig. 5(b), several locations throughout the $M_{12}$ element were chosen, although there is less information chosen to preserve the azimuthal variations. For particles sizes greater than the wavelength of light (e.g., for the 1 $\mu$m and 2 $\mu$m particle sizes) where Mie scattering dominates, less information was chosen near the center of the element and more information along the $+45^\circ$ and $135^\circ$ angles increasing toward the outer boundary of the element was chosen. Therefore, this is indicative of how the scattering type is encoded within the Mueller matrix. Similarly, results were seen to a lesser degree for other specific elements in the Mueller matrix as well. Other information, such as particle shape, would be expected to be encoded in the Mueller matrix in a similar fashion and will be the focus of future investigations.

5 Conclusion

By the use of backscattered polarized light imaging in turbid media, we have shown, in part, how variations in image-based Mueller matrices encode information on the scattering type, particle size, and particle concentration. Furthermore, methods such as the PLS technique can be employed in the formation of mathematical models to quantitatively predict scattering coefficient contributions as a function of particle size. In future investigations, further extensions to improve the robustness of such modeling approaches to handle increasingly complex media such as those with non-uniform spatial distri-
Contributions and differing particle geometries may eventually allow such methods to be potentially used as a diagnostic tool to distinguish between tissue types and abnormalities that have differences in cellular structures and tissue components.
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