Method for optical coherence elastography of the cornea
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Abstract. The material properties of the cornea are important determinants of corneal shape and refractive power. Corneal ectatic diseases, such as keratoconus, are characterized by material property abnormalities, are associated with progressive thinning and distortion of the cornea, and represent a leading indicator for corneal transplantation. We describe a corneal elastography technique based on optical coherence tomography (OCT) imaging, in which displacement of intracorneal optical features is tracked with a 2-D cross-correlation algorithm as a step toward nondestructive estimation of local and directional corneal material properties. Phantom experiments are performed to measure the effects of image noise and out-of-plane displacement on effectiveness of displacement tracking and demonstrated accuracy within the tolerance of a micromechanical translation stage. Tissue experiments demonstrate the ability to produce 2-D maps of heterogeneous intracorneal displacement with OCT. The ability of a nondestructive optical method to assess tissue under in situ mechanical conditions with physiologic-range stress levels provides a framework for in vivo quantification of 3-D corneal elastic and viscoelastic resistance, including analogs of shear deformation and Poisson’s ratio that may be relevant in the early diagnosis of corneal ectatic disease.© 2011 Society of Photo-Optical Instrumentation Engineers (SPIE). [DOI: 10.1117/1.3526701]
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1 Introduction

The material properties of the cornea are important determinants of corneal shape and refractive power. Consequently, alteration of these properties by disease or surgery can have profound visual implications. Ectatic diseases, such as keratoconus, pellucid marginal degeneration, and keratoglobus, are characterized by progressive thinning and distortion of the cornea, and as a class, represent a leading indicator for corneal transplantation. It is imperative to avoid the potential destabilizing effects of photoablative corneal refractive surgery in corneas that are predisposed to biomechanical instability, because postoperative ectasia is a major clinical concern. Identification of early keratoconus is therefore a major emphasis of preoperative refractive surgery evaluations, but traditional screening tools are limited by a reliance on late features of disease and an inability to detect subclinical abnormalities of material strength.

In addition to playing a key role in the pathophysiology of keratectasia, corneal biomechanical properties influence the predictability of optical outcomes after laser in situ keratomileusis, photorefractive keratectomy, and other corneal surgeries. Material properties have not been explicitly accounted for in surgical algorithms, however, due in part to a need for clinical techniques capable of measuring them. With modern clinical anterior segment imaging technologies capable of 3-D geometric specification of corneal shape, computational models to simulate corneal curvature change in surgery could play an important role in clinical decision making if coupled with patient-specific in vivo 3-D elastic property estimates. Historically, such models have used bulk elastic modulus values obtained from ex vivo testing that vary widely due to differences in experimental conditions and a tendency for ex vivo testing to underestimate in vivo elasticity. Corneal biomechanical properties are also a confounder of intraocular pressure (IOP) measurement, a critical component in the clinical management of glaucoma, and errors in measurement are particularly likely after corneal surgery or in diseases that alter corneal material properties. Characterization of the spatial material properties of normal cornea, besides being of basic interest, also has important applications in the development of synthetic and tissue-engineered corneal substitutes.

Ophir et al. first reported the use of ultrasound image speckle cross correlation for the estimation of biological tissue elasticity in 1991. Over a decade later, Hollman et al. presented strain maps from an ex vivo cornea using high-frequency ultrasound speckle tracking in an approach that required a coupling water bath and through-focusing to image the full-thickness cornea. Schmitt extended the general concept of elastography to OCT, an imaging technique with spatial resolution superior to ultrasound and with no requirement for coupling fluid contact, and used embedded tissue markers and dermal image speckle as correlation targets. Spectral domain OCT elastography has
been described for cardiovascular atheroma characterization, and Torre-Ibarra, Ruiz et al. recently described the use of phase-contrast spectral OCT to measure 1-D (axial) corneal displacements. Techniques such as directional surface wave velocimetry and high-speed monitoring of surface deformation during an air puff have also been described for inferring corneal mechanical properties, but these approaches do not provide the capability for multidimensional or subsurface property resolution.

The cornea, which is avascular and highly accessible for fine control of mechanical perturbations, is an excellent target tissue for OCT elastography, given that OCT speckle is most stable and least prone to decorrelation under conditions of low fluid flow and small displacement. In light of the clinical need for measurement of corneal biomechanical properties, our objective was to investigate OCT-based elastography as a potential in vivo tool for generating high-resolution 2-D maps of corneal deformation that can be related to local corneal elastic and viscoelastic behavior. We describe a corneal elastography technique in which displacements of intracorneal optical features in human tissue in response to a clinically feasible stress sequence are tracked via a cross-correlation algorithm.

2 Methods

Validation of the software and hardware was performed through a series of experiments. The imaging was performed on a linear-wavenumber Fourier domain OCT (FDOCT) custom-built system centered at 1310 nm with 60-nm bandwidth, a spot size of 26 μm, and a scan rate of 40-k lines per second with a sample arm power of 14 mW and a 12-bit custom spectrometer. Figure 1 shows an optical model (ZEMAX version 24 June 2008, Zemax Development Corporation, Bellevue, Washington) of the OCT scanner used in the experiments described here. The scanner provides a highly regular scan profile over a range sufficient to image the entire width of the cornea and a portion of the sclera in a single scan. The collimator consists of one aspheric and one achromatic lens, and the objective consists of one achromatic and one singlet lens to provide chromatic and spherical aberration compensation with a resulting spot size of 17 μm at 50% of the peak power and 26 μm at 13.5% of the peak power. The spot size and profile remain nearly constant through the full scanning range of 15 mm in the x and y directions, as shown in Fig. 1. The scanner shown in Fig. 1 has a high recoupling efficiency of ∼ 50% on average. The hot mirror allows the use of either a camera for observation or a fixation target for centering a subject’s gaze.

Displacement tracking was accomplished using a custom 2-D cross-correlation algorithm. The speckle tracking software was written in C++ for computational speed, and display and statistical analysis algorithms were written in Matlab (The MathWorks, Incorporated, Natick, Massachusetts). When comparing two images a window was taken from the first image and a series of windows from the second image near the origin of the first window were then compared to it. Each pixel was considered as a single gray-scale value. The values of the pixels within the two windows were then compared using the following normalized cross-correlation formula:

\[
C(x, y) = \frac{\sum_{x,y} |M(x, y) - \bar{M}| |N(x, y) - \bar{N}|}{\sqrt{\sum_{x,y} |M(x, y) - \bar{M}|^2 \sum_{x,y} |N(x, y) - \bar{N}|^2}}^{0.5},
\]

where \(C(x, y)\) is the correlation coefficient at location \((x, y)\), \(M(x, y)\) is the value of the pixel from window 1 at position \((x, y)\) after scaling and log conversion, \(N(x, y)\) is the value of the pixel from window 2 at position \((x, y)\) after scaling and log conversion, \(x\) is the horizontal position of the pixel, \(y\) is the vertical position of the pixel, \(\bar{M}\) is the average pixel value of window 1, and \(\bar{N}\) is the average pixel value of window 2. Note that the summations are performed over all independent \(x, y\) values for both windows.

The correlation values were collected from each of the window comparisons. The relative window shift with the highest correlation represented the greatest likelihood of that feature’s displacement. That displacement vector was then assigned to the position of the center pixel in window 1. This process was repeated for each pixel in the image. In this manner, a displacement vector was assigned to each of the pixels in the OCT image. To reduce the calculation time, thresholding was used to remove simple white noise from the image-processing steps. The threshold was set based on the average value of noise in a window, where there is no tissue-based signal and no substantial equipment effects such as falloff. The windows used to perform the cross correlation were then averaged and thresholded to ensure the presence of signal in the window. No signal or frame averaging or other image processing was used to enhance the appearance of the image prior to the correlation calculations.

The accuracy of displacement measurements was investigated by placing a human donor cornea (Cleveland Eye Bank, Cleveland, Ohio) on a micrometer positioning stage (NewFocus 9351 Micrometer, NewFocus Corporation, San Jose, California) and moving it through a series of six 2-μm displacements with 2-D OCT scans after each increment. The displacement direction was angled to the plane of the image to ensure displacement in both the axial and lateral directions. The displacement magnitudes were averaged across all pixels in the image for each step, then plotted against the mechanical displacement registered by...
the micrometer stage. The standard deviation of all pixel displacements in the image was used to estimate the variability of the displacement algorithm.

A second experiment simulated the effect of signal-to-noise ratio (SNR) and correlation kernel size on the correlation performance and displacement error of the algorithm. An image of human corneal tissue was duplicated in software, then the duplicate image was displaced by three pixels laterally and two pixels vertically to simulate a lateral and axial displacement. Because the two images are identical, this is a situation in which the signal is constant and the noise is effectively zero, simulating an ideal system with an infinite SNR. Random uniformly distributed noise was added to the displaced image using software to simulate the effect of system noise on interframe pixel values. The noise level was chosen to simulate a range of system SNRs from a value much higher (150 dB) to a value much lower (50 dB) than encountered in current OCT systems. The white noise was evenly distributed in spatial frequency and magnitude to simulate system noise. The window size (in pixels) used in the correlation analysis was varied from 5×5 to 45×45 pixels. The accuracy of the displacement-tracking algorithm was then evaluated by measuring the average correlation coefficient and the displacement error for all portions of the image, defined as the presence of an incorrectly identified displacement in the algorithm’s result. Displacement error was treated as a continuous variable (distance in pixels from true position) in initial experiments (presented later). Displacement error was treated as a binary result with a frequency rather than a magnitude in the final analysis, because the presence of a tracking error represents an incorrectly identified bitmap and has no direct physical analog.

In another experiment, a phantom based on an image of the human cornea was used to simulate the effect of strain-based distortion of the tissue on the algorithm. The tissue image was compressed axially from 0 to 20% strain and resampled to simulate the effect of an ideal strain occurring during OCT imaging, and then processed using the described algorithm with a window size of 15×15 pixels. The strain-based distortion phantom was used to determine the maximum strain limit at which the tissue deformation causes the displacement-tracking algorithm to fail under ideal circumstances with no noise, where failure was conservatively defined as a correlation coefficient dropping to <0.6, as determined by the results of the phantom experiments described before and in Section 3.

Another series of experiments was performed to estimate the effect of sampling density on 2-D correlation performance in the presence of displacements out of the imaging plane. Corneal tissue from a previous experiment was displaced in 1-μm increments perpendicular to the imaging plane over a total distance of 10 μm (approximately one-half the spot size of the OCT device) using a computer-controlled microstage (Zaber Technologies Incorporated, TLA-28 Linear Actuator, Vancouver, Canada). The in-plane position of the tissue sample was held constant to isolate the effect of pure out-of-plane displacement on the in-plane correlation coefficient. The out-of-plane displacements were smaller or equal to the sampling density and significantly smaller than the spot size of the imaging system used for these experiments. The algorithm was then used to estimate the in-plane displacement distance (in this case, zero), and the resulting correlation coefficients were analyzed to estimate the effect of sampling and out-of-plane displacements on the correlation coefficient.

In a final experiment designed to investigate tracking performance under simulated in vivo conditions, a human donor whole globe was obtained from the Cleveland Eye Bank, three days postmortem. The donor eye was mounted in an artificial orbit, stabilized, and pressurized as described later to maintain the IOP at a physiologic level of 15 mmHg (Fig. 2). The corneal epithelium and epithelial basement membrane were removed with a blunt blade. To counteract postmortem corneal edema and restore a thickness consistent with physiologic conditions, a hyperosmolar 15% dextran solution (MW 500,000, Sigma, Saint Louis, Missouri) was applied to the exposed corneal stromal surface, while intraocular pressure was increased to 50 mmHg to maintain the IOP at a physiologic level of 15 mmHg prior to displacement imaging. The pressure control system consisted of a 500-cc bag of 0.9% normal saline enclosed in a pressurized infusion cusp and connected to the anterior chamber through an in-line pressure transducer. Special care was taken to remove all air from the intravenous tubing connecting the pressure sensor to the saline bag. IOP was monitored continuously with a digital pressure monitor. The pressurized saline was then compressed using a standard clinical gonioscopy lens in contact with most of the anterior surface of the cornea (Fig. 2). Pressure was continuously monitored while the cornea was displaced by the

![Diagramatic representation of the setup of the OCT elastographic measurement system.](Image)

**Fig. 2** Diagramatic representation of the setup of the OCT elastographic measurement system.
gonioscopy lens in 20-μm intervals for a total of 140 μm of displacement. The displacement was controlled with an electronic computer-controlled microstage (Zaber Technologies Incorporated, TLA-28 Linear Actuator, Vancouver, Canada). The OCT scan parameters were set to oversample the lateral spot size by a factor of 10 to maximize capture of the speckle pattern in the image. The OCT data stream was then processed to extract the 2-D displacement of the cornea across its width and entire thickness.

3 Results

The results of the microstage displacement accuracy experiment are presented in Fig. 3. The standard deviations of displacements measured with the tracking algorithm were <0.5 μm, well within the reported positioning tolerance of the micromechanical stage (2 ± μm), and demonstrate a capability for submicron displacement resolution. In this experiment, the resolution was limited by the sampling of the OCT device at 1-μm/pixel, because subpixel tracking methods were not employed.

In experiments with software phantoms, the correlation coefficient and the corresponding displacement accuracy improved with increasing window size and increasing SNR [Figs. 4(a)–4(c)]. Displacement errors were more common with a correlation coefficient of <0.3 and very rare when the correlation coefficient was >0.7 at an SNR consistent with modern rapid-scanning optical-delay-line or FD OCT systems. In Fig. 4(c), displacement error at a correlation of 0.65 was only encountered with a very small window size (3×3), and with the smallest window sizes eliminated from Figs. 4(a)–4(c), the first tracking error was encountered at a correlation coefficient of <0.4. A coefficient threshold of 0.6 was chosen as a conservative guideline for tracking accuracy because, at this level of correlation, <5% of all pixels present in the tissue phantom were in error [Fig. 4(c)]. The magnitude of the error in displacement is unrelated to the threshold at which it occurs. This means that once an error occurs, the estimated position is unrelated to the physical displacement.

The strain phantom experiment (Fig. 5) indicated that compressive strain results in a progressive decrease in the corresponding correlation coefficient, even under ideal conditions with no noise present in the successive images. Values of strain ≥10% resulted in decreased correlation coefficients (<0.6) and could not be distinguished from noise, as described in the previous paragraph. The distortion in the tissue with strains of >10% was sufficient to prevent the algorithm from accurately tracking the displacement.

Figure 6 demonstrates a rapid falloff in the in-plane, 2-D, cross-correlation coefficient with out-of-plane displacements.

![Fig. 3](image-url) Optically measured versus imposed mechanical displacement of human corneal tissue by a micrometer positioning stage. The stage was accurate to 2 ± 1 μm according to manufacturer specifications. The upper and lower boundaries represent the positioning tolerance of the stage. The error bars on the measured values indicate the standard deviation of the measured displacement.

![Fig. 4](image-url) Software phantom analysis of the effect of SNR and window size on the displacement algorithm correlation coefficient and displacement error. (a) Correlation values increase and (b) average magnitude of the displacement error decreases with increasing kernel size and increasing SNR. The range of SNR values commonly encountered in OCT systems is well within the limits explored here. (c) Scatter plot of number of displacement errors across all window sizes and all noise levels as a function of correlation coefficient. Each noise-level and window-size group consists of 294 total displacement measures.

The strain phantom experiment (Fig. 5) indicated that compressive strain results in a progressive decrease in the corresponding correlation coefficient, even under ideal conditions with no noise present in the successive images. Values of strain ≥10% resulted in decreased correlation coefficients (<0.6) and could not be distinguished from noise, as described in the previous paragraph. The distortion in the tissue with strains of >10% was sufficient to prevent the algorithm from accurately tracking the displacement.

Figure 6 demonstrates a rapid falloff in the in-plane, 2-D, cross-correlation coefficient with out-of-plane displacements.
Greater sampling density increases the amount of out-of-plane displacement that can be tolerated before the cross-correlation coefficient falls below the threshold described for accurate displacement tracking. An increase in the sampling density from 10 μm (approximately the Nyquist criterion for a spot size of 25 μm) to 1 μm led to a 2-μm (28%) increase in the amount of out-of-plane displacement that can be tolerated before tracking fails (using a 0.6 threshold on the correlation coefficient).

In Fig. 7, horizontal (lateral) and vertical (axial) displacement maps in the cornea of a whole human globe are presented for a microstage-controlled axial perturbation of 20 μm. The images were obtained along the vertical corneal meridian: the left side of all three images represents the inferior portion of the central cornea, and the right side represents the superior portion of the central cornea. The use of a known axial displacement provides an internal measure of validity (as the measured displacement in the vertical map approximates 20 μm) and also induces heterogeneous lateral displacements that can be related to local shear resistance.

Figure 8 shows a map of displacement vectors for a single step in the displacement series, which allows simultaneous visualization of both the magnitude and direction of the displacement. The intraocular pressure increase during this deformation series was <0.5 mmHg. The chart in Fig. 8(c) illustrates the cumulative 2-D displacements of six anterior and posterior corneal regions of interest measured simultaneously during the same stress sequence and plotted against the vertical (axial) displacement imposed by the lens. The absolute lateral displacements as well as the ratios of lateral to axial deformations (dimensionally analogous to Poisson ratio) differ from region to region within the corneal stroma. The values of the ratio of lateral (independent) to axial (dependent) displacement displayed significant heterogeneity and ranged from 0.12 to 0.40.

4 Discussion and Conclusions

In this work, we present 2-D pan-corneal deformation maps that are acquired with no exogenous tissue contrast and with a stressor akin to clinical applanation tonometry or gonioscopy that can be performed without significant increases in IOP. The displacement behavior is resolvable in time, which allows for interrogation of viscoelastic behavior.

The validation experiments prove the feasibility of tracking displacement with speckle as a mechanism of contrast and demonstrate displacement accuracy below the 2-μm level with precision to <0.5 μm (Fig. 3). We did not attempt to validate displacements of <2 μm in these experiments. The experiments also demonstrate preliminary guidelines for acceptable levels of correlation value and SNR to ensure accurate displacement tracking and illustrate that, with larger correlation window sizes, excellent tracking accuracy can be achieved with correlations as low as 0.3. Strain values of <10% can be reliably detected;
the central cornea. This behavior may be related to incomplete
contact between the gonioscopy lens and the paracentral cornea
eary in the compression sequence. The shift toward positive
lateral displacements in all corneal regions beyond the second
perturbation step may be due to bulk lateral or rotational dis-
placement.

This demonstration of the ability to measure depth-dependent
and central-to-peripheral corneal differences in directional strain
during a complex perturbation has important implications. Sim-
ilar studies in larger numbers of eyes could be useful for corre-
ating known regional differences in corneal ultrastructure26,27
to biomechanical behavior and defining normal spatial material
property profiles for the cornea. Such maps could provide a nor-
mative database for informing the proper development of biologi-
cal and artificial corneal substitutes and for comparison against
property maps characteristic of keratoconus and other ectatic
corneal conditions. Specifically, corneal ectasia is thought to
involve a failure of interlamellar connectivity that leads to ab-
normal lateral strain in the form of lamellar slippage.26 The
approach described here provides the ability to measure spatial
differences in lateral displacement and, therefore, analogs of
shear deformation and Poisson’s ratio. Such analogs have re-
levance in early diagnosis of corneal ectatic disease1,27,28 and
appropriate screening and planning of refractive surgery or ker-
atoconus treatment.

The technique affords significant advantages over traditional
methods of mechanical testing because it is nondestructive and
provides spatial property information at physiological levels of
stress without separating ocular tissue from its native mechanical
boundary conditions. Furthermore, this technique has excellent
potential for in vivo implementation. The demonstrated capa-
bility of this approach to resolve very small (submicron) dis-
placement differences in corneal tissue may provide significant
sensitivity advantages for earlier detection of ectatic disease,
and for discerning normal or pathologic preoperative mechani-
cal anisotropy that is likely to impact the optical response of the
cornea to a broad range of corneal surgeries.

Our current efforts include the development of 3-D anal-
ysis routines and stress sequences for in vivo use and donor
eye experiments aimed at characterizing spatially resolved elas-
tic and viscoelastic behavior in normal and biomechanically
altered corneas. Our displacement phantom experiments show
that even minor out-of-plane motion significantly degrades the
2-D correlation algorithm’s ability to track the tissue. Signifi-
cant oversampling can help to moderate this effect, but a 3-D
algorithm is expected to improve correlations while providing
more complete information for the characterization of mechan-
ical behavior in full 3-D space.
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However, there is an inherent penalty to the correlation co-
cefficient with increasing strain values, decreasing SNR, and
decreasing window size.

More accurate displacement tracking could be achieved with
greater oversampling or the use of subpixel displacement track-
ing algorithms.25 The validation experiments also demonstra-
te the importance of oversampling to accurate displacement track-
ing when any out-of-plane motion is expected. Although this
can be adequately compensated for in phantom experiments, it
is likely to be a critical factor when working with in vivo tissue.

The whole globe experiment demonstrates the ability to mea-
sure in situ 2-D displacement behavior during an axial pertur-
bation scenario. Although the particular perturbation utilized in
this experiment did not generate significant strain heterogeneity
in the axial direction, significant heterogeneity was observed in
the lateral direction. Figure 8 demonstrates both positive and
negative lateral displacements during the first two compression
steps, consistent with a decrease in the arc length of the corneal
lamellae during initial posterior displacement of the corneal
apex. Specifically, the superior corneal regions displace inferior-
ly and the inferior corneal regions displace superiorly toward

Fig. 8 (a) An image of the cornea taken from a displacement image
pair with regions of interest demarcated by squares. The cornea is ori-
ented inferior to superior from left to right. The lateral displacements
correspond to displacements in the superior-inferior directions of the
vertical meridian (b) A vector map taken from the upper left region
shown in (a) and representing anterior corneal stroma. The chart de-
picts cumulative horizontal displacement versus cumulative vertical
displacement, both measured with optical coherence optical feature
tracking, of the six regions shown in (a). No less than 275 independent
data points were used to calculate the average values shown in (c).
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