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Abstract. Previous works investigated a spectroscopic technique that offered a promising alternative to blood
and breath assays for determining in vivo alcohol concentration. Although these prior works measured the dorsal
forearm, we report the results of a 26-subject clinical study designed to evaluate the spectroscopic technique
at a finger measurement site through comparison to contemporaneous forearm spectroscopic, venous blood,
and breath measurements. Through both Monte Carlo simulation and experimental data, it is shown that tissue
optical probe design has a substantial impact on the effective path-length of photons through the skin and the
signal-to-noise ratio of the spectroscopic measurements. Comparison of the breath, blood, and tissue assays
demonstrated significant differences in alcohol concentration that are attributable to both assay accuracy and
alcohol pharmacokinetics. Similar to past works, a first order kinetic model is used to estimate the fraction of
concentration variance explained by alcohol pharmacokinetics (72.6–86.7%). A significant outcome of this work
was significantly improved pharmacokinetic agreement with breath (arterial) alcohol of the finger measurement
(mean kArt-Fin = 0.111 min− 1) relative to the forearm measurement (mean kArt-For = 0.019 min− 1) that is likely due to
the increased blood perfusion of the finger. C©2011 Society of Photo-Optical Instrumentation Engineers (SPIE). [DOI: 10.1117/1.3535594]
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1 Introduction
In previous research, we investigated the pharmacokinetic re-
lationship of forearm tissue alcohol concentration relative to
breath, venous, and capillary blood.1, 2 That work showed a first
order kinetic model used by other researchers to explain alco-
hol pharmacokinetics between arterial and venous blood3–6 also
reasonably explained the pharmacokinetic differences between
forearm tissue and blood alcohol concentrations. However, the
kinetic constants associated with the forearm tissue measure-
ment were smaller in magnitude (a larger pharmacokinetic dif-
ference) than those observed when comparing blood types to
each other. Clearly, a noninvasive tissue measurement that ex-
hibits improved pharmacokinetic agreement with venous blood
alcohol would be advantageous as it is the gold standard in the
majority of alcohol testing applications.

Glucose monitoring is an active area of research where site-
dependent pharmacokinetic differences have been observed.
This “alternate site” phenomenon has been investigated by many
researchers7–11 and refers to sites other than the finger tip (the
current standard of care) where capillary blood or interstitial
fluid can be obtained for the glucose assay. Several clinical
studies have shown that finger and forearm glucose concen-
trations can exhibit significant concentration differences over
time. Coincidentally, first order pharmacokinetic models simi-
lar to those in alcohol research have been used to quantify these
concentration differences.12, 13 These works generally indicate
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that finger capillary blood glucose concentration “leads” the
concentrations measured at other sites, such as the forearm, in a
pharmacokinetic sense.

The alternate-site phenomenon observed for glucose sug-
gests that a finger measurement site could also exhibit improved
agreement with blood concentration relative to a forearm mea-
surement for other analytes such as alcohol. Consequently, the
objective of the present work is to investigate a noninvasive
finger tissue alcohol measurement and compare it to contempo-
raneously measured forearm tissue, breath, and venous alcohol
concentrations in a controlled drinking study. This work, to our
knowledge, provides the first investigation of the relationships
between breath alcohol, venous blood alcohol, and interstitial
tissue alcohol concentration measured at multiple skin sites.

2 Methods
2.1 Clinical Study Description
Alcohol excursions were induced in 26 subjects (demograph-
ics shown in Table 1) at Lovelace Scientific Resources (Albu-
querque, New Mexico) following overnight fasts in order to
compare finger and forearm tissue alcohol concentrations to
venous blood and breath alcohol concentrations. Written con-
sent was obtained from each participant following explanation
of the Institutional Review Board-approved protocols (Quorum
Review). Baseline venous blood, breath, and noninvasive tissue
alcohol measurements were taken upon arrival in order to verify
zero initial alcohol concentration in all subjects.
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Table 1 Study participant demographics.

Ethnicity Caucasian Hispanic
Native

American

No. Subjects 15 10 1

Age 21–30 31–40 41–50 51–60 >60

No. Subjects 6 8 5 6 1

BMI 16–20 21–25 26–30 31–35 >35

No. Subjects 2 10 10 1 3

Gender Male Female

No. Subjects 10 16

The alcohol dose for all subjects was ingested orally with a
target peak blood alcohol concentration of 120 mg/dL (0.12%).
The mass of the alcohol dose was calculated for each subject us-
ing an estimate of total body water based upon gender and body
mass.14 An alcohol dose limit of 110 g was imposed to prevent
overdosing obese subjects whose weight tended to overestimate
their total body water. The alcohol doses were mixed 50% by
volume with orange juice to ease consumption.

Upon ingestion of the alcohol dose, repeated cycles of breath,
venous blood, and tissue alcohol measurements were acquired
(∼20 min/cycle) from each subject until his or her blood alcohol
concentration reached its peak and then declined to <20 mg/dL
(0.02%). Under these conditions, the average excursion lasted
∼7 h and yielded ∼14 sets (minimum of 9 and maximum of 20)
of tissue, blood, and breath alcohol measurements per subject.
A total of 360 sets of measurements were acquired from the 26
subjects.

2.2 Blood Sample Acquisition and Alcohol Assays
A catheter was inserted into the right median cubital vein of
each subject and was used to collect venous blood samples
into gray top vacuettes containing sodium fluoride and potas-
sium oxalate. Alcohol assays were performed on the blood
samples using headspace gas chromatography (GC) analysis
performed at the S.E.D. Toxicology Laboratory (Albuquerque,
New Maxico).

The blood assay used an Agilent 5890 II gas chromatograph
with a flame ionization detector, an Agilent 3396 integrator,
and a Tekmar 7000 headspace autosampler. The GC employed
a Supelco 1% SP-1000 active phase on a 60/80 carbopack
substrate for the separation of the analytes. The instrument
was calibrated using a 50-mg/dL ethanol calibration standard
(Cerilliant, Round Rock, Texas part E-029) and verified using
negative, low, and high controls (Cliniqa Diagnostics, Kuala
Lampur, Malaysia). 100.0 μL of n-propanol was added as an
internal standard and ethanol selectivity was verified using a
mixed standard of methanol, ethanol, acetone, and isopropanol.
The sample volume was 100 μL for all samples.

2.3 Breath Sample Acquisition and Alcohol Assay
Breath alcohol concentrations were used in this work as an
alternative means for investigating the arterial blood space

(acquisition of arterial blood carries greater risk to the sub-
ject due to the greater arterial blood pressure). Several studies
have shown that breath alcohol closely tracks the arterial blood
space.15–17

A factory-calibrated Drager Alcotest 6510 was used to ac-
quire all breath alcohol measurements. A new mouthpiece was
used for each subject (part no. A6510). As breath testers measure
the alcohol concentration present in the breath, a multiplicative
conversion factor referred to as the blood-breath ratio (BBR)
must be applied that relates the much lower breath alcohol con-
centration to blood alcohol concentration. Although the blood-
breath ratio is known to vary between people (1981–2833),18

in the United States it is mandated to be 2100 for evidentiary
breath alcohol measurements. However, studies have shown that
a value of 2400 better represents the average BBR across a broad
subject population.18, 19 Because the objective of this work is to
compare tissue alcohol concentration to the concentrations in
blood, the recorded breath alcohol values (with implicit 2100
BBR) were converted to concentrations corresponding to a BBR
of 2400 in order to better represent the arterial blood space.

2.4 Spectroscopic Tissue Measurements
Anatomically, human skin is comprised of epidermal, dermal,
and subcutaneous layers, each of which has different proper-
ties that influence their relative utility for noninvasive alcohol
measurements. The epidermis has very little extracellular fluid,
and therefore contains minimal information about hydrophilic
analytes such as alcohol. The subcutaneous layer is largely com-
prised of lipids that have low water (and consequently alcohol)
solubility which make it poorly suited to alcohol measurements.
However, the dermal layer has high water content and an ex-
tensive capillary bed conducive to the transport of alcohol,
which makes it the important layer of skin tissue for alcohol
measurements.

The tissue alcohol measurement employs near-infrared (NIR)
spectroscopy (4000–8000 cm− 1), which is of interest for non-
invasive alcohol measurements because it offers specificity for
a number of analytes, including alcohol and other organic
molecules, while allowing optical path-lengths of several mil-
limeters through tissue and thus allowing penetration into the
dermal tissue layer, where alcohol is present in the interstitial
fluid.20–22

The skin at the finger (posterior surface of the index finger
at the medial phalange) and volar forearm measurement sites
exhibit the same layered structure and general analyte compo-
sition. However, the layer thicknesses and specific analyte con-
centrations are likely different. This, combined with the smaller
physical size of the finger measurement location, necessitated
distinct optical probe designs. Consequently, two tissue alcohol
devices were included in the clinical study: one for the forearm
site and one for the finger site. The forearm device was identical
in design to the device reported in previous works.1, 2

The only fundamental difference between the finger and
forearm devices was the optical probe design (discussed in
Sec. 2.5). The source and interferometer designs, spectral res-
olution (32 cm− 1), scan speed (0.8 cm/s), spectral processing,
and measurement time (2 min) were all identical. The only
requirement of the tissue measurements was passive contact
between the skin of the subject and the tissue optical probe
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Fig. 1 Forearm and finger tissue spectra.

during the 2-min period. The stability of the spectroscopic
devices was verified at 10 min intervals throughout the study
using spectroscopically and environmentally inert reflectance
samples placed in contact with the optical probes between sub-
ject measurements. The forearm and finger tissue spectra ac-
quired from the study are shown in Fig. 1. Examination of Fig. 1
indicates that the measurements from finger site exhibit more
spectral variation than those from the forearm site. The larger
spectral variation of the finger is likely a combination of physi-
ological (increased variability of finger tissue structure and ana-
lyte concentrations) and spectroscopic (the finger measurement
exhibits a longer mean path) effects. However, given that the
wavelength-dependent coefficients of variation of each data-set
are comparable (not shown), it is likely that the majority of
the increased variance is due to the finger measurement’s in-
trinsically larger path-length. The origins of the difference in
path-length as well as a quantitative assessment are examined in
subsequent sections.

2.5 Tissue Optical Probe Designs
The designs of the fiber optic based tissue optical probes were
the only difference between the forearm and finger devices.
Although there are substantial differences in the geometric ar-
rangement of the optical fibers at the tissue surface (discussed
later), the optical probe designs do have several common design
features. First, both optical probes used optical fibers comprised
of fused silica core and cladding in order to avoid the signal loss
and absorption features associated with plastic clad fibers in the
NIR. Second, each design was based on distinct illumination
and collection fibers. One set of optical fibers delivered near-
infrared radiation from the source to the skin/probe surface and
a separate set of optical fibers collected diffusely reflected radi-
ation and delivered it to the interferometer. Both optical probe
designs terminated the illumination and collection fiber bundles
with circular hex-pack configurations.

2.5.1 Forearm optical probe design

The forearm optical probe design is identical to the design used
in prior tissue alcohol measurement characterizations1, 2 and was
comprised of two linear rows (1 illumination row and 1 collec-
tion row) of 144, 0.22NA fibers (± 12 deg in air). Because of the

Fig. 2 Diagrams of the optical probe designs.

limited angular acceptance of the 0.22 NA fibers, the two rows
were angled towards each other at 25 deg from normal to the
probe surface in order to increase throughput. A consequence
of the inclination angle is the expectation of reduced photon
penetration depth and overall path lengths through the tissue
when compared to fibers normal to the tissue-probe surface. The
illumination and collection rows were separated by 150 microns
in order to prevent collection of a significant number of spec-
ular photons (photons that reflect off the skin surface without
penetrating into it). See Fig. 2 for a schematic of the skin/probe
surface of the forearm optical probe.

2.5.2 Finger optical probe design

The forearm optical probe was not suitable for measuring the
finger site due to the 34.4-mm linear arrangement of optical
fibers. Consequently, an optical probe was developed that was
consistent with the smaller physical size of the finger site. The
finger optical probe design was a 21×19 array of 0.37 NA
optical fibers (399 total, 309 illumination, and 90 collection).
The wider angular acceptance of the 0.37 NA fibers (± 21.7 deg
in air) enabled the fibers to be perpendicular to the probe surface
and packed edge to edge within the array. The illumination and
collection fibers were arranged such that each collection fiber
was surrounded by eight illumination fibers (see Fig. 2).

The experimental data were imported into Matlab 7.5, which
was used to perform all analyses and generate the results pre-
sented in subsequent sections.

3 Results and Discussion
Although the ultimate objective of the present work is to in-
vestigate the finger and forearm tissue alcohol concentrations
and compare them to contemporaneous breath and blood al-
cohol measurements, the influence of different optical probe
designs on the measured spectra is an important considera-
tion that warrants investigation. Because optical probe design
in part determines spectral figures of merit such as effective
path-length and signal-to-noise ratio (SNR), it is expected that
the optical probe will directly contribute to the quality of any
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subsequent analyte measurements. Consequently, the results
and discussion is divided into two parts: investigation of the
influence of the optical probe designs on the tissue spectra, and
the determination of finger and forearm tissue alcohol concen-
tration and quantitative comparison to breath and blood alcohol.

3.1 Influence of Optical Probe Design on
Tissue Spectra

The influence of the optical probe design on the effective path-
length and SNR will be examined using a two-pronged strategy.
First, optical modeling using Monte-Carlo simulations will be
used to investigate the differences in photon propagation associ-
ated with the finger and forearm optical probe designs. Second,
effective path-length and SNR estimates will be obtained di-
rectly from the experimentally acquired tissue measurements.

3.1.1 Monte Carlo simulations

In past works, we used Monte-Carlo simulations to estimate
the wavenumber-dependent effective path-length [leff, Eq. (1)]
through tissue of a given optical probe design.1, 23, 24 Similarly,
Monte Carlo simulations were used in this work to provide
insights into the differences in effective path-length between
the two optical probe designs under investigation. The effective
path-length is defined as:

leff (ν) =
∑N

i=1 li e−μa(ν)li∑N
i=1 e−μa(ν)li

(1)

where μa(ν) is the absorption coefficient of tissue at wavenum-
ber ν, li is the path-length of photon i through tissue, and N is
the total number of collected photons.

The Monte-Carlo simulation traced photon propagation at
three wavelengths (4200, 5700, and 7200 cm− 1) through a
model of human skin to determine li for a large number of
photons (1.5–24 million per wavelength per probe) introduced to
the skin surface with a spatial and angular distribution consistent
with the location, angle, and numerical aperture of the illumina-
tion optical fibers. The skin tissue model was a semi-infinite, ho-
mogeneous bulk-scattering medium. The scattering coefficient
varied with wavenumber (9.2, 10.8, and 11.8 mm− 1 at 4200,
5700, and 7200 cm− 1, respectively). A Henyey-Greenstein scat-
tering phase function with an anisotropy (g) of 0.9 was assumed
at all wavelengths.25–27

The cumulative trajectory of each photon (e.g., the location
of scattering events within the tissue model and the associated
incoming and outgoing vectors of photon travel) was stored in a
database. On the basis of the optical probe design, the database
of photon trajectories was filtered to include only the photons
that exhibited trajectories leaving the skin tissue model at a
location and angle consistent with the acceptance of the probe’s
collection fibers.

Each of the remaining N photons had an associated li corre-
sponding to the cumulative distance travelled through the tissue
model. The path-length distribution (PLD) is the distribution of li
at a given wavelength. Figure 3 shows histograms of li for the col-
lected photons (forearm probe in the left column and the finger
probe in the right column) and exponentially weighted Gauss-
ian fits of the histograms (dashed lines) with their associated
statistics. As anticipated, for a fixed set of tissue optical prop-

Fig. 3 Monte Carlo photon path-length (li) histograms and exponen-
tially weighted Gaussian fits.

erties, the PLDs of the finger optical probe are shifted toward
substantially longer paths than those of the forearm. This behav-
ior is in part due to the perpendicular orientation of the finger
probe’s illumination and collection optical fibers, in part to the
fact that a single illumination fiber contributes signal to multiple
collection fibers, and in part to the larger numerical aperture of
the finger sampler’s fibers. Furthermore, although the scattering
coefficient varied as a function of wavenumber in a manner con-
sistent with literature values,25–27 the exponentially weighted
Gaussian distribution parameters (mean, width, decay, etc.) do
not appear to vary strongly with wavenumber. The most ap-
parent wavelength-dependent effect observed in the simulation
results was an increase in the number of photons collected as a
function of wavelength wavenumber (Ncol), which is consistent
with expectations (more photons are scattered back to the tissue
surface as the scattering coefficient increases).

As can be seen from Eq. (1), the contribution of each photon
to the effective path-length is exponentially weighted by μa at
the wavelength of interest. Thus, photons that travel short path-
lengths through tissue have an exponentially larger influence on
the effective path-length due to their larger contrbution to the
integrated signal. Figure 4 provides a pictorial representation of
this effect using the PLDs obtained from the 5700 cm− 1 forearm
and finger simulations and a μa of 0.45 mm− 1 (the absorptivity
of 8 × 104 mg/dL of water). The color scale indicates the relative
contribution of photons passing through a given voxel to the total
detected signal, and the black, magenta, and green contours
bound the volumes cotributing to the first 50, 75, and 90% of
the signal. As expected, the finger sampler interrogates tissue
regions that are approximately 200–300 μm deeper than the
forearm sampler. The greater width of the region probed by the
finger sampler arises from the larger range of source-receiver
separations inherent in the sampler’s design. These two factors
combine to yield the longer and more variable pathlenths for the
finger sampler reflected in Fig. 3.
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Fig. 4 Tissue volumes interrogated by the (a) forearm and (b) finger
probes.

3.1.2 Experimental estimates of effective pathlength

Using the information obtained from the Monte Carlo simula-
tions, a means for estimating the effective pathlength directly
from the experimentally acquired NIR spectra was examined.
Nonlinear regression was used to estimate the effective path-
length versus wavenumber of each measured tissue spectrum by
minimizing the function in the following:

rmsFit =
√∑

[− log(R) − (μaleff + Bν)]2

nν

(2)

where R is a background corrected, experimentally measured
tissue spectrum, Bν is a linear baseline that accounts for
the collection efficiency of the optical probe and the differ-
ence in energy return associated with the reflectance back-
ground and tissue, and nν is the number of wavenumbers in
the tissue spectrum. The objective of the nonlinear regression
is to find an estimated spectrum (μaleff + Bν) that best de-
scribes the experimentally measured spectrum in a least-squares
sense.

For the purposes of this work, it was assumed that μa could
be reasonably described by

μa = cwaterμwater + ccollagenμcollagen (3)

where cwater and ccollagen are the water and collagen concentra-
tions and μwater and μcollagen are their pure component spectra,
respectively. In order to reduce the number of independent vari-
ables in the nonlinear regression the sum of cwater and ccollagen

was restricted to 10 × 104 mg/dL.
Examination of Eq. (1) shows that knowledge of the distri-

bution of pathlengths for the collected photons is required to
determine leff. On the basis of the results of the Monte Carlo
simulations, this work assumed that an exponentially weighted
Gaussian distribution reasonably approximated the underlying
distribution of path-lengths at each wavelength.

In aggregate, six parameters were varied in order to deter-
mine the estimated tissue spectrum that minimized the root-
mean square (rms) error in Eq. (2). The six parameters were
cwater (and therefore ccollagen due to the concentration restriction),
the slope and offset of the linear baseline, and the exponentially
weighted Gaussian distribution mean, width, and decay. As the
Monte Carlo simulations suggested the absence of strong wave-
length dependence on the distribution parameters, they were
constant for all wavelengths for a given spectrum in order to
minimize the number of regression parameters.

Fig. 5 Average finger and forearm lognormal PLD estimates.

The nonlinear regression was performed for each measured
tissue spectrum (360 from the finger device and 360 from the
forearm). The resulting rmsFit across the 360 finger and 360
forearm measurements were 0.019 ± 0.002 AU (2 SD) and
0.030 ± 0.003 AU (2 SD), respectively. Table 2 shows a sum-
mary of the regression parameters that were obtained from the
finger and forearm path-length estimations. Figure 5 shows the
average exponentially weighted Gaussian PLD’s obtained from
the finger and forearm measurements. Comparison of Figs. 3
and 5 shows that both the Monte Carlo simulations and the ex-
perimental PLD estimates exhibit a similar forearm and finger
relationship. (forearm peak: MC – 0.85 mm, Exp – 0.8; finger
peak: MC – 1.2 mm, Exp – 1.6 mm).

It is worthy to note that although the mean estimated forearm
collagen concentration of this work (16,844 ± 3,726 mg/dL) is
somewhat higher than the mean of those obtained from 53 pa-
tients using a forearm punch biopsy (11,541 ± 11,238 mg/dL),28

all of the estimated collagen concentrations fall within the range
exhibited by the biopsied patients. Furthermore, although re-
search quantitatively comparing collagen concentration at dif-
ferent skin sites is limited, there is some qualitative evidence that
the larger average collagen concentration at the finger relative
to the forearm was anticipated by prior research.29

The solid lines in Fig. 6(a) show the average effective path-
length (leff) versus wavenumber for the finger and forearm op-
tical probes and the bars represent the associated standard devi-
ation of the effective path-length across the corresponding 360
measurements. The simulation results suggested that the perpen-
dicular illumination and collection of the finger probe results in
a longer overall effective pathlength relative to the inclined fiber
arrangement of the forearm probe. The experimental PLD’s and
effective pathlength estimates support this conclusion as the fin-
ger PLD’s are shifted towards longer pathlengths and the overall
effective pathlengths as a function of wavenumber are approxi-
mately twice as long relative to their forearm counter-parts.

3.1.3 Experimental estimates of signal-to-noise ratio

The interferometers of both devices acquired scans at a rate of
∼8/s. As a result, ∼1000 scans were collected for each tissue
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Table 2 Summary of effective path regression parameters (Mean ± 2SD).

Water
(mg/dL)

Collagen
(mg/dL)

Path dist.
peak (mm)

Path dist.
mean (mm)

Exp.
Gauss
mean

Exp.
Gauss
width

Exp.
Gauss
decay

Finger 74,199 ± 4,246 25,801 ± 4,246 1.62 ± 0.20 2.69 ± 0.38 1.24 ± 0.14 0.18 ± 0.04 1.56 ± 0.48

Forearm 83,155 ± 3,726 16,844 ± 3,726 0.80 ± 0.36 0.87 ± 0.96 0.81 ± 0.56 0.13 ± 0.08 0.13 ± 0.20

measurement which allows estimation of the SNR of the two
devices. Although detector efficiency and source intensity dif-
ferences are likely present between the systems despite their
common design, for the purposes of this work the differences
in SNR were assumed to be dominated by the probe designs
and skin sites. The single scan signal to rms noise ratio of each
measurement was determined using equation (4).

S

N
= X̄√

[
∑

(Xd − X̄d )]2/2(n − 1)
(4)

where X is a matrix of n scans by m wavenumbers, X̄ is the
1×m mean of X, Xd is an n − 1×m matrix obtained from the
row-wise difference of X, and X̄d is the 1×m mean of Xd.

Because tissue is not a static sample, physical contact with the
optical probe initiates physiological changes that result in spec-
tral time trends. These time trends would inflate the rms noise
estimate if left unaccounted. Consequently, Eq. (4) is slightly
different from standard formulas for computing the signal to rms
noise. The row-wise difference of X has the effect of suppressing
(but not eliminating) the contribution of the time trends to the
rms noise estimate. However, it also inflates the variance of all
sources of white noise by a factor of 2 which necessitates its
correction in the rms calculation.

Equation (4) was applied to each set of scans obtained from
the clinical study (360 sets for each of the finger and forearm
devices). Figure 6(b) shows the average (solid lines) and stan-
dard deviations (bars) of the rms SNR for the finger and forearm
measurements. The difference in the finger and forearm SNR in
Fig. 6(b) is the result of two competing influences of the probe
designs.

As the finger probe exhibits longer effective pathlengths rel-
ative to the forearm probe, it must therefore collect a smaller

fraction of the photons incident to the tissue. However, in terms
of the SNR, this reduction is partially offset by the finger probe’s
larger ratio of illumination to collection fibers (8:1 in the finger
probe). Consequently, the finger probe’s larger number of higher
NA illumination fibers results in an increase in the amount of
NIR radiation delivered to the tissue relative to the forearm
probe. The net result, despite some wavenumber-dependent dif-
ferences between the two systems, is that the finger probe ex-
hibits a similar SNR as the forearm probe. The critical distinction
is that the finger probe achieves that SNR with a significantly
longer pathlength through the skin which can be a significant
advantage in absorbance measurements.

3.2 Analysis of Breath, Blood, and Tissue Alcohol
Measurements

Both the Monte Carlo simulations and experimental effective
path-length estimates indicate that significant differences ex-
ist between the spectra measured at the two sites. These dif-
ferences are largely attributed to the optical probe designs
and site-dependent skin optical properties. However, in addi-
tion to the observed spectroscopic differences, the two mea-
surement locations could also exhibit site-dependent pharma-
cokinetics. The purpose of the remainder of this work is
to examine the spectroscopic and pharmacokinetic effects of
the optical probes and measurement sites on in vivo ethanol
concentration.

3.3 Tissue Alcohol Measurements
For the purposes of the clinical study in this work, the base-
line NIR measurements acquired prior to the alcohol excursions

Fig. 6 Effective (a) path-length and (b) single-scan SNR estimates for finger and forearm spectra.
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were used to “enroll” their associated subjects on each of the two
tissue measurement devices. Enrollment was achieved by sub-
tracting each subject’s baseline spectrum (with known zero al-
cohol concentration) from the remaining tissue spectra acquired
during his/her alcohol excursion experiment. The subtraction of
the enrollment spectrum removes major spectral attributes that
are unique to each subject while retaining any analyte variation
within the subjects that occurs over the course of the experiment
(e.g., changes in ethanol concentration). Similar methods for
in vivo spectroscopy have been previously described.1, 2, 24, 30

Prior works have indicated that the pharmacokinetic differ-
ences between blood and tissue alcohol concentrations can be
pronounced during the initial period following the ingestion of
the alcohol dose (termed the absorption phase) relative to the
descending portion of the alcohol experiment (termed the elim-
ination phase).1, 2, 23, 24 As a result, inclusion of tissue spectra
and associated blood references from the absorption phase in
the calibration regression is perilous as they are likely to contain
significant reference error. In order to mitigate this risk, the data
from each device were divided into two sets: “elimination only”
for inclusion in the regression and a validation set containing all
data (absorption and elimination).

An initial cross-validation was performed for each of the
finger and forearm elimination data to screen for calibration
outliers. This was done in “subject-out” fashion, meaning that
all spectra from 1 of the 26 subjects were held out during
each of the 26 resulting cross-validation iterations. Akaike’s
Information Criterion31 was used to select the optimum number
of calibration factors. Egregious concentration outliers (studen-
tized residuals > 4) were removed from the elimination data sets.
The remaining elimination data (246 finger and 250 forearm
measurements) formed the final “calibration” set for subsequent
cross-validations.

A second subject-out cross-validation was then performed for
each of the finger and forearm data sets. Within each subject-out
iteration, the remaining data in the elimination set were used
to form the regression (with the held-out subject removed) and
predictions were obtained for all data from the held-out sub-
ject (absorption and elimination, no outliers removed) in the
validation set. In this fashion, predictions were obtained for
all spectroscopic measurements while preventing the reference
error corrupted absorption phase measurements from delete-
riously influencing the regressions. Figure 7 shows the cross
validated standard error of prediction (CVSEP) curves for the
full finger and forearm validation sets (solid lines) as well as the
elimination phase only sets (dashed lines). As anticipated from
prior studies, the significant improvement in cross-validated er-
ror observed for both the finger and forearm is indicative that
concentration differences are significantly larger during the ab-
sorption phase of each subject (the difference in the solid and
dashed lines of the same gray level in Fig. 7).

A similar phenomenon is also observed when comparing
breath and venous alcohol concentrations (Fig. 8). Figures 8(a)
and 8(b) show comparisons of the breath alcohol and venous
blood alcohol concentrations acquired during the study. Exam-
ination of Figure 8(a) indicates that there are several measure-
ments where the difference between breath and venous blood
alcohol concentration is large with the majority of disparate
pairs generally having a breath concentration that is larger than
the venous blood concentration. Because breath alcohol is re-

Fig. 7 Finger and forearm CVSEP curves.

lated to arterial alcohol, these differences are indicative that
concentration gradients also exist between the arterial and ve-
nous blood spaces during periods of rapid change in alcohol
concentration.

However, once the alcohol has been absorbed into the blood
stream, the compartments tend to equilibrate and concentration
differences become smaller (but not zero). This is evidenced by
Fig. 8(b) which shows the subset of data from Fig. 8(a), which
corresponds to the elimination portion of each subjects excur-
sion experiment. All the points that exhibited large concentration
differences in Fig. 8(a) are absent from Fig. 8(b), which rein-
forces that the large concentration differences primarily manifest
during the absorption phase of the alcohol excursions.

Figures 9 and 10 similar “all” and “elimination-only” com-
parisons for the finger and forearm, respectively. In all cases, the
elimination-only rms errors are significantly lower than their all
data counterparts. However, the forearm results (Fig. 10) ex-
hibit a much more dramatic change in rms error, similar to that
shown in Fig. 7. Relative to the comparisons of the other com-
partments in Figs. 8 and 9, a larger number of forearm tissue
alcohol concentrations are significantly lower than their con-
temporaneous blood and breath measurements. This suggests
the forearm rises more slowly over time and significantly “lags”
the blood, breath, and finger compartments. This phenomenon
has been observed in past alcohol efforts as well as in the mea-

Fig. 8 Venous blood versus breath alcohol concentration.
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Fig. 9 Finger tissue versus breath and blood alcohol concentration.

surement of other analytes such as glucose at different skin
locations.7–11

An alternative view of the observed concentration differences
is depicted in Figs. 11(a) and 11(b) which shows the rms error by
hour from consumption relative to breath Fig. 11(a) and venous
blood Fig. 11(b). Both windows show that the measurements
immediately following consumption exhibit the largest error,
which is indicative of a larger pharmacokinetic difference be-
tween compartments that is induced by the rapid consumption
of the alcohol dose. The forearm tissue alcohol measurement is
clearly different from the other three compartments because it
exhibits significantly larger rms concentration differences at all
times in both windows.

Interestingly, during the absorption phase (the first hour or
two post dose), the finger tissue measurement exhibits a lower
rms difference from both breath [black bars in Fig. 11(a)] and
venous alcohol [black bars in Fig. 11(b)] when compared to
the rms difference between venous and breath alcohol [white
bars in Figs. 11(a) and 11(b)]. As pharmacokinetic differences
between compartments are more pronounced during the absorp-
tion phase, this suggests that the finger tissue measurement lies
somewhere between the arterial and venous compartments in a
pharmacokinetic sense.

3.4 Quantification of Pharmacokinetic Differences
The comparisons of the blood, breath, and tissue alcohol mea-
surements indicate that concentration gradients exist between
compartments over time. As such, a means for quantifying
pharmacokinetic differences is desirable in order to estimate
the relative contributions of the assay methods and pharmacoki-
netics to the observed concentration differences. The concen-
tration differences between blood types have been previously
examined using compartmental analysis and a first order kinetic
model [Eq. (5)] to explain the equilibration of alcohol between
compartments.1–6

dC2

dt
= k12(C1 − C2) (5)

where C1 is the alcohol concentration in compartment 1 at time
t, C2 is the concentration in compartment 2 at time t, k12 is
the first-order rate constant (measured in min− 1 is preferable
to) that regulates the transfer of alcohol between compartments,
and dC2/dt is the rate of change of alcohol concentration in
compartment 2 (measured in milligrams/deciliters/minute). In a
general sense, larger values of k12 indicate faster equilibration
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Fig. 10 Forearm tissue versus breath and venous blood alcohol concentration.

between compartments with ∞ representing instant equilibra-
tion and 0 representing no equilibration.

Pharmacokinetic rate constants were estimated for the ve-
nous and tissue compartments relative to the arterial (breath)

compartment for each subject using the experimentally mea-
sured alcohol concentrations and Eq. (5). The rate constant
estimation was performed using the same procedure as in pre-
vious work.1, 2 For each pair of compartments the subscript 12

Fig. 11 rms error relative to (a) breath alcohol and (b) venous alcohol by hour from the alcohol dose.
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Fig. 12 Exemplary experimental alcohol measurements and associated first-order kinetic model fits.

was replaced by a subscript denoting the corresponding com-
partments with Art, Ven, Fin, and For, for arterial (breath),
venous, finger tissue, and forearm tissue, respectively. For ex-
ample, kArt-Ven is the rate constant where C1 is the arterial com-
partment and C2 is the venous compartment.

Figure 12 shows exemplary kArt-Ven, kArt-Fin, and kArt-For es-
timates from four subjects. The symbols in Fig. 12 represent
the experimentally measured alcohol concentrations. With the
exception of the orange dashed lines which are cubic interpola-
tions of the breath experimental data, the colored dashed lines
are the estimated concentrations of the venous, finger tissue, and
forearm tissue determined by integration of Eq. (5) at the final
solution of the nonlinear regression.

Table 3 summarizes the rate constant estimates obtained in
this work. Each entry in Table 3 was generated from 26 rate con-
stant estimates (one from each of the 26 study participants). Fur-
thermore, in prior work the underlying distribution of each set of
estimates was determined to be lognormal at 95% confidence.2

Consequently, the parameterization in Table 3 reflects the log-
normal distribution of the rate constant estimates.

Table 3 also shows the rms concentration difference between
compartments from the experimental data (rmsexp), the rms con-

centration difference between the experimental breath (arterial)
concentrations and the estimated concentrations determined by
integration of Eq. (5) at the final solutions of the nonlinear regres-
sions (rmsFit), the residual rms concentration difference (rmsRes

= √
(rmsexp

2 – rmsFit
2)), and the percent of the concentration

variance explained by the first-order kinetic model. The percent
variance explained was calculated using Eq. (6) and indicates
the percentage of the concentration variance between the exper-
imentally measured alcohol concentrations that is attributable to
the pharmacokinetic differences between the compartments:

%σ 2
exp = 100

(∑
(

�

C2 − C1)2/n∑
(C2 − C1)2/n

)
(6)

where n is the number of measurements, C1 and C2 are the exper-
imentally measured alcohol concentrations from compartments
1 and 2, respectively, Ĉ2 are the fit concentrations of compart-
ment 2 at the times of C2 that were obtained using the estimated
rate constant (k12), C1, and numerical integration of Eq. (5).

Examination of Table 3 shows that a significant fraction of
the concentration variance of all compartment combinations
is attributable to alcohol pharmacokinetics. The residual rms

Table 3 Summary of pharmacokinetic parameters.

Most probable
values (min–1) Mean (min–1)

95% of values
between (min–1) rmsEXP (mg/dL) rmsFit (mg/dL) rmsRES (mg/dL)

Variance explained
(%)

kArt-Ven 0.041 0.110 0.016—0.391 19.4 17.9 7.3 85.9

kArt-Fin 0.050 0.111 0.020—0.358 13.4 11.4 7.0 72.6

kArt-For 0.013 0.019 0.007—0.042 33.4 31.1 12.2 86.7
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concentrations shown in Table 3 are comprised of the accu-
racy and precision associated with the assay methods of the
two compartments and residual pharmacokinetic error (the first
order model is unlikely to be perfect). Although the residual
rms concentrations cannot be easily decomposed into individ-
ual terms, the fact they are comparable for the tested pairs of
compartments could suggest that the accuracy and precision of
the assay methods are similar in magnitude. It is important to
note that as no gold standard assay technique exists for tissue
alcohol concentration, experimental efforts to estimate the ac-
curacy and precision of the noninvasive tissue measurement will
always be clouded by pharmacokinetics when either breath or
blood alcohol is used as the reference method.

4 Conclusions and Future Directions
Through both simulation and experimental measurements, tissue
optical probe design was shown to be a significant contributor
to the effective path length and signal-to-noise ratios of the NIR
spectra obtained from forearm and finger skin tissue during a
26-patient clinical study. The finger optical probe’s perpendic-
ular orientation of the illumination and collection fibers at the
probe-skin interface resulted in a longer pathlength through tis-
sue at all wavelengths relative to the lower numerical aperture,
inclined illumination and collection fibers of the forearm optical
probe. Although the longer finger probe pathlengths came at the
expense of increased attenuation due to absorption, the larger
numerical aperture and greater number of illumination fibers
of the finger optical probe largely offset the attenuation which
resulted in approximately equivalent SNRs for the two probe
designs despite the differences in pathlength.

The comparison of the tissue alcohol measurements to blood
and breath measurements indicated that both the optical probe
designs and alcohol pharmacokinetics contributed significantly
to the observed alcohol concentrations. The rms concentration
differences of the finger measurement site relative to both breath
and blood were smaller than their forearm counterparts in both
the absorption and elimination phases of the 26 patient’s al-
cohol excursions. Furthermore, the first-order pharmacokinetic
model reasonably explained the differences between the arterial
(breath), venous, finger, and forearm compartments and demon-
strated that the finger measurement exhibited rate constants in
excellent agreement with those observed between the arterial
and venous blood. As with prior studies, the forearm tissue mea-
surement exhibited significantly lower rate constants indicative
of a larger pharmacokinetic difference from the other compart-
ments. The faster kinetics of the finger site relative to the forearm
is consistent with the site-dependent concentration differences
observed in recent glucose monitoring research and is indicative
that a tissue-based alcohol measurement can closely track the
venous blood compartment.

One of the complicating factors of the present study was that
the difference in optical probe designs was coincident with the
difference in measurement sites. As such, spectroscopic differ-
ences caused by the optical probe designs cannot be severed from
those caused by site-dependent optical properties and analyte
concentrations. Future work will investigate forearm spectro-
scopic measurements using both the finger and forearm optical
probes, which would allow better isolation of the influences of
the optical probe designs.

Another avenue for future investigation is the application of
effective path-length estimates as a spectroscopic correction for
variation in path-lengths between samples. The effective path-
length model used in this work is semi-physical in nature and
attempts to accommodate variability in both absorption (through
analyte concentrations) and scattering (through variations in the
PLD parameters) properties. A recognized limitation of the ef-
fective path-length approach is that some a priori knowledge
of the samples, such as pure component spectra of dominant
absorbers, is required. Regardless, the effective path-length ap-
proach would seem to be amenable to a variety of samples
measured in reflectance.
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