Calibration of near-infrared frequency-domain tissue spectroscopy for absolute absorption coefficient quantitation in neonatal head-simulating phantoms
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Abstract. Frequency-domain tissue spectroscopy is a method to measure the absolute absorption coefficient of bulk tissues, assuming that a representative model can be found to recover the optical properties from measurements. While reliable methods exist to calculate absorption coefficients from source-detector measurements less than a few centimeters apart along a flat tissue volume, it is less obvious what methods can be used for transmittance through the larger tissue volumes typically associated with neonatal cerebral monitoring. In this study we compare the use of multiple distance frequency-domain measurements processed with (i) a modified Beer–Lambert law method, (ii) an analytic infinite-medium diffusion theory expression, and (iii) a numerical finite element solution of the diffusion equation, with the goal of recovering the absolute absorption coefficient of the medium. Based upon our observations, the modified Beer–Lambert method provides accurate absolute changes in the absorption coefficient, while analytic infinite-medium diffusion theory solutions or finite element-based numerical solutions can be used to calculate the absolute absorption coefficient, assuming that the data can be measured at multiple source-detector distances. We recommend that the infinite-medium multi-distance method or the finite element method be used across large tissue regions for calculation of the absolute absorption coefficient using frequency-domain near-infrared measurements at multiple positions along the head.
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1 Introduction

Near-infrared spectroscopy (NIRS) is a tool for monitoring hemoglobin dynamics in vivo, which is used clinically for finger and toe pulse oximetry, jugular venous pulse oximetry, neonatal cerebral oximetry, fetal oximetry before or during labor, and adult patient monitoring during cardiopulmonary bypass surgery. In the last ten years, research and development in this area has grown in parallel with new applications, which has led to a range of instruments possessing different levels of utility. The geometry of the source-detector position and the measurement process itself play important roles in determining what precise characteristics of the hemoglobin/blood are measured. While pulse oximetry simply determines the oxygen saturation in the arterial blood through the finger or toe, devices placed on the head or arm measure spatially averaged changes in oxygen saturation and blood volume in the tissue. Recently, there has been an effort directed towards developing clinical devices to measure the absolute hemoglobin concentration and oxygen saturation, rather than only changes or trends in these parameters. The calibration of these latter instruments is distinctly different than that of trend monitors, and is still the subject of ongoing research. This paper investigates how to calibrate such a monitor, which uses frequency-domain light measurement through thick tissues to calculate absolute absorption coefficients of the tissue and thereby absolute hemoglobin concentration values.

Perhaps the most successful optical hemoglobin monitor is the pulse oximeter which is easy to calibrate and is well established in the clinic, but comes at the expense of yielding limited information. Pulse oximeters can provide quantitatively accurate readings of arterial hemoglobin saturation within the range of 70%–100%, but fail when used outside this range, and cannot determine blood volume changes nor venous blood dynamics. More advanced systems which measure the near-infrared transmission through thick regions of tissue can be used to quantify changes in blood volume and blood oxygen saturation. However, these systems are also limited to applications where the absolute value of blood volume and blood oxygenation is not needed, or where pre-calibration in vivo will suffice. While there are many published reports showing successful application of this technology, there are also a large number of studies which have demonstrated the inability of commercial NIRS oxygen...
monitors to produce accurate results in patients. This problem is likely due to the limited range of oxygen dynamics over which the instrument is calibrated, and the inability of continuous wave systems to accurately account for pathlength changes in the tissue. The most desirable solution to this problem is the development of newer systems which measure the tissue optical pathlength directly and do not need empirical calibration.

Systems which directly measure the optical pathlength through tissue can be used to determine quantitatively accurate hemoglobin concentrations by direct calculation of the tissue absorption coefficient at several different wavelengths. This approach has clinical benefits in cerebral blood saturation monitoring where the hemoglobin dynamics are more complex and where inter-patient variability is a large problem. Unfortunately, these more complex NIRS systems, which can measure the optical pathlength through tissue and quantify hemoglobin concentrations, require more calibration, modeling and a careful evaluation of their applicability, in order to be useful. Thus, while the applications of pathlength measuring NIRS oximetry systems are many and promising, each system requires detailed calibration and testing to validate its utility in specific situations.

Systems for measuring the optical pathlength in vivo can be separated into spectrally resolved, spatially resolved, time-resolved, and frequency-domain devices which differ mainly in the technology used to create and detect the light. The latter approach uses light intensity signals which are rapidly oscillated to measure the path of travel through the tissue by the phase shift in the detected signal. This approach provides a workable system for neonatal monitoring since it can be designed relatively inexpensively, can be used for measurements across large tissue volumes, and under certain conditions can be used to calculate the absorption coefficient of the tissue in a manner which is insensitive to irregular boundary conditions.

One important calibration issue is to determine the conditions under which accurate absorption coefficients can be determined from frequency-domain measurements in tissue geometries such as the neonate head. In general, some model of light propagation must be adopted to match the experimental data to theoretical predictions in order to estimate tissue optical properties. Perhaps the simplest model which may be applied is the modified Beer–Lambert Law which can be used with a direct probe of the optical pathlength that the light has traveled in tissue. Another possible solution is to use analytic diffusion theory to predict the light signal along with relative rather than absolute measurements in order to minimize differences due to boundary effects. This approach can work well for relatively small source-detector distances (approx. 1–5 cm), but it is not clear how well it will work for highly curved tissues which are not modeled well analytically. For these larger tissue volumes, more complicated numerical methods must be used to solve the diffusion equation with boundaries which closely approximate the real tissue geometry. These three model-based methods—are examined here on a series of data sets taken from tissue simulating phantoms with well characterized optical properties, to determine which approach will provide an accurate and robust method of estimating the absorption coefficient.

2 Materials and Methods
2.1 Instrumentation

Two instruments were used in this work, which had the same type of frequency domain light source and detection methods. The first system was a compact unit developed by Innervision Diagnostics designed for clinical monitoring of neonatal cerebral hemoglobin concentration and oxygen saturation using a single source and detector fiber (see Figure 1 for photograph). The second system was an imaging array using 16 source and 16 detector positions in a circular annulus, which was developed for breast cancer imaging of hemoglobin and can be seen in previous references. Both sets of instrumentation used frequency-domain light signals at 750, 800, and 833 nm, which were multiplexed into optical fiber bundles. The lasers were powered by both dc current drivers as well as ac current driven in the 100–300 MHz range. Light detection was achieved through photomultiplier tubes (R928, Hamamatsu Inc.), with rf modulated housings to heterodyne the signal.
down to the range of 100–1000 Hz frequency (ISS Instruments, Champaign-Urbana, IL), so that it could be sampled by an analog/digital (A/D) board in the computer. The single source and detector fiber bundles on the compact clinical system were 3 mm in i.d. and approximately 12 ft long for ease of attachment to patients. The multiple source-detector system used 2 mm plastic fibers for the source light, and 6 mm silica fiber bundles for the detected light and were all fixed in a circular array where the diameter could be varied.\(^{45}\) In this multiple fiber array, multiplexing of the source-detector locations was achieved through mechanical translation of the light source and detector into the different bundles, via linear translation stages controlled by the computer.\(^{46}\) Preliminary data obtained with the two systems demonstrated that both the phase shift, \(\phi\), and ac amplitude, \(I_{ac}\), were similar (to within 5%) when measured across the same tissue simulating phantoms for the same geometry of source fibers. Since the detection hardware was identical for the two systems, measurements from the two were used interchangeably.

### 2.2 Tissue Phantoms

Calibration measurements were carried out on tissue simulating phantoms consisting of Intralipid, diluted to 0.5% by volume in water, which is considered to represent the scattering coefficient of tissues reasonably well.\(^{46}\) The absorption coefficient of this solution in the near infrared is essentially all due to water, so that varying amounts of human blood can be added to the phantom to simulate the optical properties of tissue. Samples of blood were obtained from adult human volunteers, and evaluated for oxygen and hemoglobin content in a clinical co-oximeter and blood gas machine (Chiron Diagnostics Inc., Model 855). Hemoglobin content in all blood samples was 15.6±0.1 g/dL, and this value was used to calculate the molar absorption coefficient of our blood samples at the three pertinent wavelengths, using published values of reduced hemoglobin, Hb-R, and oxygenated hemoglobin, Hb-O\(_2\), molar absorption coefficients from Wray et al.\(^{47}\) The phantom solution was contained in different nalgene plastic containers with diameters between 60 and 95 mm. The container walls were scattering enough to allow light transmission through the container, while minimizing the lateral transmission of light through the walls directly to the detectors, so that all detected light can be assumed to have passed through the scattering medium 40. Preliminary studies indicated that the container walls produced a constant offset in the absorption coefficient which could be pre-calibrated\(^{45}\) (data not shown).

### 3 Theoretical Methods

#### 3.1 Modified Beer–Lambert Law Using the Differential Pathlength Factor

Much of the initial development of current neonatal monitors has been reported by Cope and Delpy.\(^{36,48}\) The concept of measuring the pathlength of light propagation through tissue has been discussed in detail by this group, and several studies have shown that the optical pathlength in neonatal brain is 4–7 times the optical pathlength through nonscattering media.\(^{23,24,49}\) Cope et al. have shown that absolute changes in the absorption coefficient, \(\mu_a\), can be determined through arbitrary shaped tissue volumes using a modified Beer–Lambert law.\(^{37}\) In this method, the logarithm of the transmitted intensity, \(I\), is used along with a measure of the optical pathlength, \(I_P\), in the equation

\[
\ln(I/I_o) = -I_P\mu_a + G,
\]

where \(I_o\) is the initial intensity before entering the tissue and \(G\) is a constant factor related to the geometry of the tissue. When data from multiple detector positions are available, it is possible to consider the spatial derivative of Eq. (1) to minimize \(G\) and potentially calculate \(\mu_a\), from the equation

\[
\frac{d \ln(I)}{d \rho} = -\frac{d I_P}{d \rho} \mu_a + \frac{d G}{d \rho},
\]

where \(\rho\) is the distance along the tissue between source and detector. Here, the spatial derivative of the optical pathlength is equivalent to the differential pathlength factor (DPF) described by Cope and Delpy.\(^{37}\) If the geometrical factor \(G\) is not highly spatially dependent, then the latter term in Eq. (2) may produce an insignificant offset. In the following work, the spatial derivative of the pathlength factor was calculated by measurement of the phase shift, \(\phi\), as a function of distance, \(\rho\), compared to the phase shift in nonscattering media

\[
\text{DPF} = \frac{d I_P}{d \rho} = \frac{d \phi}{d \rho} \frac{c}{\omega},
\]

where \(c\) is the speed of light in the medium, and \(\omega\) is the modulation frequency times 2\(\pi\). Equations (2) and (3) were used to calculate \(\mu_a\) under the assumption that \(dG/d\rho\) was negligible, but the validity of this assumption will be discussed further below.

#### 3.2 Analytic Infinite-Medium Diffusion Theory

The propagation of light in tissue is well described by radiation transport theory, and its simplification to the highly scattering regime results in the diffusion equation. This equation can be solved analytically for simple geometries such as the infinite medium, semi-infinite, slab, sphere and cylinder,\(^{35,38,50}\) providing solutions which are more exact than the modified Beer–Lambert law. These analytic solutions can be used with light measurements of phase and amplitude to calculate absorption and scattering coefficients, assuming that the tissue geometry is regularly shaped. Fantini et al.\(^{51}\) have demonstrated that a diffusion theory model can be used reliably to fit changes in phase shift and log of the intensity for source-detector distances ranging from 3 to 5 cm. It is not obvious how well this model will work for larger source-detector distances, or for tissue geometries with a high degree of curvature. One benefit of the analytic solution method proposed by Fantini et al. is that multiple source or detector locations can be used, to approximate the spatial derivatives of the phase shift and intensity ratio which can be fit to their analytic counterpart in order to estimate \(\mu_a\) and \(\mu_s\). In particular, for this work we used the expressions

\[
\frac{d \phi}{d \rho} = (\mu_a / D)^{1/2} \left[ 1 + (\omega / \mu_a c)^2 \right]^{1/4}
\]

\[
\times \sin[\tan^{-1}(\omega / \mu_a c)/2],
\]

where \(c\) is the speed of light in the medium, and \(\omega\) is the modulation frequency times 2\(\pi\). Equations (2) and (3) were used to calculate \(\mu_a\) under the assumption that \(dG/d\rho\) was negligible, but the validity of this assumption will be discussed further below.
where $I_{ac}$ is the ac intensity measured by the detector, $D$ is the diffusion constant defined as $D = (3\mu'_s)^{-1}$, and $\rho$ is the chord distance between source and detector. These expressions (Eqs. (4) and (5)) are matched to measurements of phase shift versus distance and $\ln(\rho I_{ac})$ versus distance to derive $\mu_a$ and $\mu'_s$ values.

Diffusion theory solutions for the infinite medium, semi-infinite plane, and infinite slab are also compared to experimental measurements in an effort to investigate the accuracy of these solutions in curved tissue-simulating phantoms. In this case, the analytic solution for a cylinder or sphere could be used; however, these expressions require the summation of an infinite series of Bessel functions, which requires significantly more computation, and does not lend itself well to iterative determination of $\mu_a$ and $\mu'_s$. A more flexible alternative to these analytic solutions is to solve the equation numerically on an arbitrary boundary with the finite element method.

### 3.3 Numerical Diffusion Theory

Numerical solution of the diffusion equation has been used successfully with circular tissue regions, and has formed the basis for tissue imaging when coupled to an appropriate inverse solver. In the imaging context, either a finite difference or a finite element solution of the frequency-domain equation can be used to calculate the predicted light fluence rate in a tissue region once the boundaries of the region are known and incorporated into the calculations. This approach has not been exploited in clinical monitoring, largely because of the complexity of the model, and the desire to find simpler solutions. In this study, finite element calculations are evaluated to determine the benefits of using a numerical forward solution of diffusion theory for monitoring, and to provide a basis for comparison with the two simpler analytic methods described above. Briefly, a Galerkin formulation of the frequency-domain diffusion equation was solved on a circular domain mesh, which could be scaled to the diameter of the phantom being imaged. Measurements of phase shift and ac amplitude were calculated at node positions corresponding to the detector locations on the tissue-simulating phantoms. The homogenous optical properties of the simulation were fit to the experimentally measured values, using a Newton–Raphson method. Essentially this fitting procedure minimized the difference between experimental and theoretical values of the difference in phase shift and $I_{ac}$ between neighboring detector sites.

### 4 Results

#### 4.1 Source-Detector Distance

A solution of 0.5% Intralipid with 12 mL/L of blood was prepared and contained in a 72-mm-diam cylindrical phantom. Measurements of phase shift and ac intensity were made at different source-detector separations around the perimeter, using a modulation frequency of 100 MHz and a wavelength of 750 nm. These measurements are plotted as points in Figure 2, along with lines representing calculations of phase shift and ac intensity, from four different theoretical models: (i) analytic reflectance from a thick slab, (ii) analytic transmission through a thick slab, (iii) transmission in the cylindrical geometry using a finite element solution, and (iv) analytic transmission through an infinite medium. Chord distances from source to detector of 14–72 mm were possible with this phantom cylinder. The measurements were repeated on two separate phantoms with different wall optical properties. Both sets of experimental data are plotted on the figure, and show little variation between them. A general observation from these calculations is that the slopes of all four of the diffusion theory models are quite similar, suggesting that any of them could be used to match the slope of the experimental data.
In a similar cylindrical phantom with a 66 mm diameter, the same distance measurements were recorded on three different phantom compositions, covering a range of absorption coefficients which are typical of neonatal tissue in the near infrared. In Figures 3a and 3b the ac intensity and phase shift are plotted, respectively, as a function of distance for the three phantom solutions where the scattering coefficient (i.e., Intralipid concentration) has been maintained at $\mu_s = 0.05 \text{ mm}^{-1}$, and the three concentrations of blood (0.0, 17.0, and 29.0 ml blood per liter of solution) producing absorption coefficients of $\mu_a = 0.0030$, $0.0106$, and $0.0158 \text{ mm}^{-1}$. The points on the graphs are measured data, while the lines are theoretical predictions from an infinite medium diffusion theory expression which have been scaled vertically to match the data (but the slope was fixed in each case).

Fig. 3 Measurements of (a) phase shift and (b) ac intensity for three phantoms with different absorption coefficients, and a fixed scattering coefficient of $\mu_s = 0.51 \text{ mm}^{-1}$. The lines are theoretical predictions from an infinite medium diffusion theory expression which have been scaled vertically to match the data (but the slope was fixed in each case).

4.2 Comparison of Methods to Calculate the Absorption Coefficient

As described earlier, we have considered three methods of recovering the absorption coefficient of the medium based upon frequency domain measurements: (i) the modified Beer–Lambert law, (ii) analytical infinite-medium diffusion theory and (iii) numerical diffusion theory based upon a finite element method (FEM). Both the analytical diffusion theory and the numerical diffusion theory solutions were iteratively solved using a Newton–Raphson algorithm to fit homogeneous values of $\mu_a$ and $\mu_s$ to the spatial derivatives of phase shift and $\ln(I_{ac})$. All three methods were tested for their ability to recover the absolute absorption coefficient of a series of phantom solutions with increasing blood concentration. The expected absorption coefficient values were calculated based upon the known optical properties of hemoglobin and water. The resulting absorption coefficient values are plotted in Figure 4, with the theoretical best fit presented as a solid line. The pathlength factor method exhibited a constant offset from the expected value, which was significantly high enough that it cannot be ignored. The other two diffusion theory based methods provided accurate estimates for all phantoms to within 10% of the expected values for the range of blood concentrations examined here.

Fig. 4 Calculated absorption coefficient from a series of tissue-simulating phantoms using the three theoretical methods of (i) the modified Beer–Lambert law, (ii) analytical infinite-medium diffusion theory, and (iii) a finite element-based diffusion theory.
4.3 Effect of Different Sized Tissue Phantoms
The ability of the multi-distance infinite-medium method to accurately estimate phantom optical properties is encouraging; however, it is important to determine if the dimensions of the tissue phantom are a significant factor in fitting the data. To examine this issue, four different sized cylinders were used to hold the same tissue-simulating liquid phantoms, with fixed optical properties. Measurements of phase shift and ac intensity magnitude were taken from the phantoms, and the expected values for the phantom were $\mu_a = 0.0037 \text{ mm}^{-1}$, and $\mu_s = 0.50 \text{ mm}^{-1}$.

![Fig. 5](image)

Fig. 5 (a) Phase shift vs distance measured from four cylindrical tissue-simulating phantoms with different diameters having the same material, $\mu_a = 0.0035 \text{ mm}^{-1}$ and $\mu_s = 0.5 \text{ mm}^{-1}$. (b) Measured ac intensity from the same phantoms. The distance plotted here is the chord between source and detector locations.

### Table 1 Calculated values for absorption and scattering coefficients (in units of mm$^{-1}$) from three theoretical methods for processing the frequency-domain data. Note that the differential pathlength factor method does not recover a scattering coefficient. The expected values for the phantom were $\mu_a = 0.0037 \text{ mm}^{-1}$, and $\mu_s = 0.50 \text{ mm}^{-1}$.

<table>
<thead>
<tr>
<th>Diameter</th>
<th>$\mu_a$ (DPF)</th>
<th>$\mu_s$ (DPF)</th>
<th>$\mu_a$ (infinite medium)</th>
<th>$\mu_s$ (infinite medium)</th>
</tr>
</thead>
<tbody>
<tr>
<td>91 mm</td>
<td>0.013</td>
<td>7.0</td>
<td>0.0046</td>
<td>0.33</td>
</tr>
<tr>
<td>82 mm</td>
<td>0.012</td>
<td>7.9</td>
<td>0.0046</td>
<td>0.39</td>
</tr>
<tr>
<td>72 mm</td>
<td>0.012</td>
<td>8.2</td>
<td>0.0039</td>
<td>0.40</td>
</tr>
<tr>
<td>65 mm</td>
<td>0.014</td>
<td>6.7</td>
<td>0.0043</td>
<td>0.29</td>
</tr>
</tbody>
</table>

Another observation from this data set is that the slope varies slightly depending upon the angle between the source and detectors suggesting that the optical property estimates would depend on the source-detector arrangement. This hypothesis was tested by processing the data from the 91-mm-diam phantom with the infinite medium derivative method where the fits for $\mu_a$ and $\mu_s$ were based on different ranges of angles between source and detectors. The results are reported in Table 2 and show that the fitting is more accurate for source-detector angles which are greater than 90° (i.e., such that the source and detectors are on opposite sides of the phantom). This consideration may be quite important in the design of source-detector arrays using the infinite medium algorithm.

### Table 2 Calculated values for absorption and scattering coefficients (in units of mm$^{-1}$) using the infinite medium spatial derivative (or multi-distance) method for different ranges of angles between the source and three detectors. For each case the spatial derivative of phase and $\ln(\rho_{av})$ vs distance was calculated from three detector positions, and fit to the infinite medium model. The expected values for the phantom were $\mu_a = 0.0037 \text{ mm}^{-1}$, and $\mu_s = 0.50 \text{ mm}^{-1}$.

<table>
<thead>
<tr>
<th>Angle range between source &amp; detectors</th>
<th>$\mu_a$ (infinite medium)</th>
<th>$\mu_s$ (infinite medium)</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.25–56.25°</td>
<td>0.0069</td>
<td>0.27</td>
</tr>
<tr>
<td>33.75–78.75°</td>
<td>0.0055</td>
<td>0.27</td>
</tr>
<tr>
<td>56.25–101.25°</td>
<td>0.0051</td>
<td>0.35</td>
</tr>
<tr>
<td>78.75–168.75°</td>
<td>0.0038</td>
<td>0.39</td>
</tr>
<tr>
<td>11.25–168.75°</td>
<td>0.0046</td>
<td>0.33</td>
</tr>
</tbody>
</table>

4.4 Effect of an Optically Clear Layer in the Medium
Recently there has been a significant amount of computational and experimental investigation into the effects of cerebral spinal fluid (CSF) in NIRS measurement of blood volume and blood oxygenation in the brain. Several papers have demonstrated that light measurement with small source-detector distances allow the majority of the signal to channel through the CSF layer in the head resulting in improper prediction of the approach agrees well with the finite element fitting scheme.
From the measurements. This is compounded by the fact that the diffusion model, which is often used to solve for absorption coefficients, cannot properly predict light propagation in weakly scattering media, such as the CSF. These computational and modeling studies are at odds with in vivo measurements of hematoct content, which appear to yield correct values using point measurements with a source-detector spacing of less than 5 cm. While this controversy is likely to continue, it is important to study further the effect of an optically clear layer of material positioned in the subsurface region of a tissue volume upon the measured data. Some simple phantom measurements have been carried out to assess the magnitude of effect that such a physiologic structure might have upon transmission measurements in a neonatal head phantom.

A phantom of oxygenated blood at 2 ml/L concentration by volume mixed in a solution of 0.5% Intralipid was housed in a cylindrical geometry with a radius of 45 mm. The phantom was made so that clear glass cylinders could be inserted into the medium simulating a circular layer of CSF in the phantom. Figures 6(a) and 6(b). Two different clear cylinders were used to examine the effect of the layer, the first having an outer radius of 35 mm, with a 2 mm thickness. The second cylinder had an outer radius of 39 mm, with a 2 mm thickness. Interestingly, the measurements of ac intensity did not show much difference between measurements with or without the clear layer; however, the phase shift is markedly different when the clear cylinder was present, especially for source-detector separations across the cylindrical phantom. Using the slopes of phase shift and ac magnitude from these latter two data sets produces an overestimation in the absorption coefficient of 15% and 25% from the homogeneous case.

5 Discussion

Pediatric applications of NIRS appear promising because there is a niche where an accurate on-line monitor for neonatal/fetal blood volume and oxygenation would be beneficial to prevent prolonged hypoxia, acute hypoxic ischemia, or to monitor fetal cerebral hemodynamics during labor. One of the instruments examined here has been developed to monitor the total hemoglobin blood volume and hemoglobin oxygen saturation averaged over the neonatal head. While some monitors measure surface reflectance or transmission through a thin tissue (such as the finger or ear), only measurement across the head, with a direct probe of the optical pathway, can be used to quantitatively determine these values noninvasively. Calibration of this type of system requires the use of a model to calculate the absorption coefficients from the measured values, and this study presents a potential solution to this problem. While the diffusion model has demonstrated success in this respect for reflectance based systems, it has not been clear how successfully it can be for transmittance based systems over long optical pathlengths.

Based upon the good agreement in the slopes of phase shift and ln(µa) versus distance between theory and experiment in Figures 2 and 3, it appears that this derivative method, or the “multi-distance method” as described by Franceschini et al., can be applied to larger cylindrical phantoms. This approach is attractive for the monitoring system described here since the infinite-medium fitting procedure can be completed in “real-time” from a small data set. An interesting observation from Figure 3 is that the infinite medium derivatives fit better at longer chord distances, such that if data are used within the first 30 mm, the fitting procedure is less accurate (see Table 2 for comparison of fits at different source-detector angles). The observation is likely due to boundary effects resulting from the curved tissue surface which creates a fluence rate distribution which is much less similar to that in an infinite medium. Therefore, when using the infinite medium multi-distance method for fitting neonatal head data, the largest source-detector distance ranges should be used to avoid this geometrical problem.

Fig. 6 Measured phase shift (a) and ac intensity (b) vs chord distance between the source and detector, for three cylindrical phantoms. The first phantom was homogenous with radius of 45.5 mm, while the second phantom was the same as the first but with an embedded clear glass cylinder having a radius of 35 mm. The third phantom was again the same as the first with a clear glass cylinder having a radius of 39 mm within the sample. Both glass cylinders were 2 mm thick and located concentrically within the phantoms.

---
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The differential pathlength factor method described by Cope and Delpy works well estimating absolute changes in the absorption coefficient, however it appears to be limited by a constant offset in the measurement which is related to measurement geometry. Further study of this constant offset factor may lead to a scheme for minimizing its effect. Application of this method for absorption coefficient changes appears to be quite robust, and easy to use.

The finite element fitting procedure routinely provides accurate estimates of the phantom optical properties, and previous studies have proven this over a large range of physiologically relevant optical properties. While this fitting procedure is robust, it requires more time than the analytic methods, and will likely not be used for on-line monitoring. It is quite possible that the range of physiologic optical property data sets to be encountered could be pre-calculated with the finite element method and the values retained in a look-up data table. This would provide a fast on-line system for estimating tissue optical properties which could be potentially more accurate than the infinite medium method; however, it is not clear how either of these techniques would respond to noncylinndrical tissue shapes or other boundary effects such as dark hair. These potentially confounding issues remain for future study. Our preliminary investigation of the effect of a nonscattering layer embedded in a phantom provides some insight into the problem that such a layer produces. Interestingly, the layer does not appear to significantly impact the measurement of ac magnitude, but it does decrease the observed phase shift. Also, these effects are most significant at the furthest source-detector distances, in contrast to the predictions by Firbank, Schweiger, and Delpy. This discrepancy may be due to the differing indices of refraction of glass and water; however, one would not expect such a phase shift difference based upon this. Perhaps the most important observation from this data is that the nonscattering layer produces an overestimation of the absorption coefficient by lowering the phase shift. The magnitude of this effect in vivo remains to be quantified, and further study of the problem is critical to the development of absolute quantitative optical monitoring for clinical use.

6 Conclusions

In summary, we have demonstrated that: (1) the modified Beer–Lambert law method described by Cope and Delpy can be used to quantify absolute changes in the absorption coefficient across a large tissue-simulating cylinder, (2) the infinite medium multi-distance method described by Fantini and Franceschini can be used to accurately estimate the absolute absorption coefficient across a large tissue-simulating cylinder, and (3) the finite element method by Paulsen and Jiang can also be used to quantitatively estimate the absolute absorption coefficient of large tissue-simulating cylinders. When the infinite-medium multi-distance method is used, the optical properties are recovered more accurately from measurements at large source-detector distances which minimize the effect of the curved tissue surface. This approach can provide a fast and computationally efficient method for on-line monitoring of the absorption due to hemoglobin at multiple wavelengths across the neonate head.
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