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This is the third offering ofOptical Engineeringspecial
sections on sensor fusion, a field that has continued
flourish at a rapid pace during the past year. This grow
was also reflected in the response to the call for pap
which was indeed encouraging considering the multitu
of conferences and special issues in this field. The sch
ule this year was a month ahead in the calendar comp
to the past two special sections, and meeting the dead
proved to be a greater challenge. Fortunately, thank
the cooperation of the authors, reviewers, and the S
publication department, we are happy to note that we h
been able to bring out a special section of excellent qu
ity and on schedule.

Breaking tradition, I choose not to offer a paper-b
paper overview of the collection, thereby maybe forci
the readers to take the time to read through at least
abstracts of all the papers. Instead, I would like to ma
some general comments on the studies presented in
collection and simultaneously pontificate, if I may, on t
future directions I hope to see in the sensor fusion ar
that would make research in this field both interesting a
productive. This special section, a collection of 18 pap
from the U.S., Canada, and Europe, covers a broad ra
of sensor fusion related topics, which fall under one
more of the three basic facets of the field, namely, arc
tectures, algorithms, and applications. A third of the
presented first, cover various aspects of decision leve
sion in the context of detection, recognition, and ident
cation of objects in multi-sensor/multi-decision proce
environments. Offered next are nearly as many stud
dealing with various aspects of tracking these objects
multisensor environments, including the related probl
of data association. Following these are three papers
discuss image level fusion techniques and associate
sues. The collection concludes with a few studies t
address other miscellaneous topics such as sensor
surement scheduling, sensor alignment, and specific a
rithmic tools such as vector space methods, genetic a
rithms, and simulated annealing that are applicable
various sensor fusion related issues. Thus, the majorit
the studies in this collection, as well as those in the ov
all sensor fusion literature, address the problem of fus
with the goal of answering either of the questions ‘‘wh
is it?’’ ~object identification! or ‘‘where is it?’’ ~object
tracking!. But it is much more beneficial to investigate a
integrated approach to these two coupled problems s
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quite often knowing ‘‘where it is’’ helps in determining
‘‘what it is’’ and vice versa. Such an integrated tempor
fusion approach should be flexible enough to fuse the
formation pertaining to either of the problems as a
when it becomes available without necessarily being
pendent on updates relating to both of the issues be
available simultaneously.

Experience over the years has brought home the
that fusion should not be an end in itself but only a mea
to improve the overall system performance. As expe
ments with real data have shown, it is conceivable tha
many instances fusion does not necessarily enhance
formance, especially if one were to consider the co
associated with the fusion function in terms of addition
computational and communication loads, not to ment
the costs of additional sensor system complexities. I
therefore necessary that the fusion function should
construed as an intelligent process which should be
pable of deciding not only what to fuse and how to fu
but also when to fuse. The task of the intelligent proce
is therefore to define an optimal partitioning of the mul
sensor, multi-temporal decision space both in the pa
metric and temporal dimensions. The intelligent fusi
processor should also be capable of learning from p
performance and adapting to the changing environm
That is, the decision space partitioning has to be a
namic on-going activity. For example, as shown in Figu
1, the decisions made by the fusion system may be
ployed as feedback to the individual sensor-decision s
systems to be a teacher, albeit an imperfect one, in m
toring their performance. Pattern recognition techniqu
for learning with an unfamiliar teacher,1,2 based on the
concept of ‘‘learning about the teacher aids learning un
the teacher,’’ may be adapted with the fusion system
ing the unfamiliar teacher whose performance quality
learnt simultaneously while it is being utilized to monito
and correct the behavior of the individual subsystems.
sulting improvements in the behavior of the subsystem
turn leads to better performance of the fusion system, t
making the unfamiliar teacher a dynamic one, requiri
adaptation of more advanced concepts such as lear
under a vicissitudinous teacher.3,4 This mutually reinforc-
ing learning architecture linking the individual senso
decision subsystems and central fusion processor sh
also be made capable of distinguishing as to when fus
may or may not be profitable. Also, fusion systems ha



Fig. 1 A self-improving fusion system architecture.
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generally been designed based only on ana priori knowl-
edge of the problem environment and operate on the b
of pre-defined fusion logic, be they crisp~deterministic!,
probabilistic, or fuzzy in nature, with no specific learnin
phase. It would be worthwhile to exploit the scope f
learning the optimal fusion logic using a set of know
ground truth data in a manner similar to the way patt
recognition systems are trained. These intelligent fus
avenues, which are definitely not meant to be exhaus
in scope, are but examples of the lines of investigat
that can hopefully further the cause of sensor fusion.

I would like to take this opportunity to invite the read
ers to the SPIE conference on Sensor Fusion being he
part of SPIE 12th Annual International Symposium
Aerospace/Defense Sensing Simulation and Contr
April 13–17, 1998, at Orlando, Florida, wherein som
initial forays along these avenues are scheduled for
sentation. On behalf ofOptical Engineeringand myself, I
wish to express our appreciation to the authors for th
contributions and acknowledge the reviewers for their
valuable help and dedication to making this a signific
and worthwhile addition to the growing sensor fusion l
erature. On a more personal note, I would also like
thank Professor Thompson, the previous editor ofOptical
Engineering, for having given me the opportunity t
present this set of three special sections on Sensor Fu
over the past three years.
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