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Abstract. Growing interest in optical instruments for biomedical applications has increased the use of optically calibrated phantoms. Often associated with tissue modeling, phantoms allow the characterization of optical devices for clinical purposes. Fluorescent gel phantoms have been developed, mimicking optical properties of healthy and tumorous brain tissues. Specific geometries of dedicated molds offer multiple-layer phantoms with variable thicknesses and monolayer phantoms with cylindrical inclusions at various depths and diameters. Organic chromophores are added to allow fluorescence spectroscopy. These phantoms are designed to be used with 405 nm as the excitation wavelength. This wavelength is then adapted to excite large endogenous molecules. The benefits of these phantoms in understanding fluorescence tissue analysis are then demonstrated. In particular, detectability aspects as a function of geometrical and optical parameters are presented and discussed. © 2012 Society of Photo-Optical Instrumentation Engineers (SPIE). DOI: 10.1117/1.JBO.17.10.108001
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1 Introduction
In biomedical applications, the interest in novel optical approaches has grown and consequently so has the use of optically calibrated phantoms. A phantom is a tool that provides known or determined parameters that can be used to characterize and/or calibrate experimental devices and to understand the biological data. Optical phantoms are widely used for developing, testing and optimizing instrumentation for fluorescence, diffuse reflectance and Raman spectroscopy. Optical phantoms are important to link experimental results to theoretical models.

Depending on their use, various optical phantoms exist in varying consistencies, shapes, employed components, optical ranges, etc.

When defining a new phantom, the first step is to clearly identify its desired functionalities. Among these functionalities is the stability over time to get optical references that allow calibration of optical systems or comparison of different setups. Most of the time, these stable phantoms are solid and made out of polymers and do not typically model the anatomic shapes and chemical composition of tissues. Liquid or gelatine phantoms can be an alternative when long-term stability is not required. To imitate biological tissues, different layers are often required, such as mimicking tumors in healthy tissues. In the case of multi-layer phantoms, several options are possible, such as successive gel layers or one solid layer with a liquid layer above.

Other characteristics of phantoms are their geometry and optical properties, the latter being mainly defined through the refractive index and scattering and absorption coefficients. The most common tissue-like phantom scatterers are intralipids used generally in liquid phantoms. In the case of gelatine or solid phantoms, microspheres like polystyrene beads can be used instead. Several types of microsphere compositions covering the anisotropy scattering range of tissues and different diameters are available as SiO2-304 nm (anisotropy coefficient g = 0.82 and scattering cross-section σsca-cm2 = 2.73 × 10−12), SiO2-585 nm (g = 0.94 and σsca-cm2 = 4.21 × 10−11) and Melamine MF 410 (g = 0.87 and σsca-cm2 = 1.91 × 10−19). A commonly used absorber is ink. Sometimes fluorescence characteristics are also required. A phantom can include several types of fluorophores that might be either organic fluorophores, such as Rhodamine 6G or Protoporphyrin IX, or fluorescent particles, such as coloured resins quantum dots or endogenous fluorophores. Due to their hydrophobic property, solid phantoms cannot contain organic or biological fluorophores.

In this paper, new gelatin phantoms are presented that mimic brain tissue properties. These phantoms should help to define and optimize a new prototype fiber optic instrument. This instrument is dedicated for surgical treatment of brain tumors by discriminating healthy from tumorous tissues through endogenous fluorescent measurements. Two geometries are used—bilayer phantoms and phantoms with inclusions. The first models tumorous and healthy tissue layers, whereas the latter mimics cylindrical tumors in a healthy environment.

It is our intention to use the phantoms to simulate the following situation: a cancerous layer of various thicknesses is placed in front of a noncancerous layer or vice versa. In the first case, it will allow for identification of the minimum thickness of cancerous tissue necessary to be detectable with the probe. In the latter case the maximum layer thickness of noncancerous tissue would be estimated to still allow for detecting the cancerous layer behind. In this first study, different fluorophores are used for the two types of tissues. This is the easiest way to
know where the detected photon originates and to get a first-order estimate of detectable configurations. In a future extension of the study, different fluorophores will be used with different concentrations in each layer to analyze the impact on the detectability of cancerous tissue.

The optical parameters of brain tissue were taken from literature. Gelatine phantoms are well suited to reach these different geometries. In addition, organic chromophores that emit in the range of endogenous fluorophores were chosen. We also took into account the wavelength dependence of these phantoms for fluorescence study. Our phantoms have the specificity to be excited at 405 nm, an interesting excitation wavelength for endogenous fluorophores, much like nicotinamide adenine dinucleotide (NADH), flavins, lipopigments, porphyrins and chlorins. Most of the time optical commercial phantoms are calibrated to be excited at wavelengths longer than 450 nm. For an endogenous fluorescence study of cerebral tissues, 405 nm is an interesting choice of excitation wavelength. Our phantoms are also used to validate physical models and a Monte Carlo simulation.

2 Materials and Methods

2.1 Experimental Setup

The light source is a 405-nm-pulsed-laser (PicoQuant, Berlin, Germany); its frequency is up to 40 MHz with a pulse width of less than 100 ps and a maximum power of 1 mW. A home-made 2-fiber-probe has been used. The fibers used are step index multimode Si-fibers. More details of this probe are described in Ref. The excitation and the fluorescence collection fibers have a 200 μm and a 365 μm core-diameter, respectively. Several probe configurations were previously tested by our group for varied fiber distance L and inclination θ of the collection fiber relative to the excitation fiber (the distance of the probe relative to the phantom/tissue was also taken into account) to estimate the best fluorescence collection efficiency. This was done through various ways: Geometrical excitation/collection cone recovery of both fibers, measurements and simulations. The denomination of the fiber is Sθ-L, where θ is in degree and L in micrometer. As shown in Fig, the S11-600 probe was identified as collecting the highest fluorescence intensity and so was chosen for the present work. The best fluorescence collection is obtained with an around 11 deg tilted fiber, the fiber distance being around 600 μm. The optimal distance between the tissue and the probe, allowing for detection of the maximal intensity, is 1.5 mm and the spatial resolution of this probe is about 500 μm measured by using a test target (R3LS1P, Thorlabs, France). The collected light is filtered by a high-pass filter (M54-650, Edmund Optics, Barrington NJ, USA) before being analyzed by a spectrometer (QE6500, Ocean Optics, Dunedin FL). Figure shows a diagram of the experimental device. The setup was similar to the one used in our previous work.

2.2 Phantoms—Optical Properties

In the present work, the purpose of the phantoms is to characterize a probe for auto-fluorescence brain tissue measurements. Thus, the different components of the phantoms should offer brain tissue optical parameters.

2.2.1 Refractive index

Gelatine from porcine skin (A-type, G1890, Sigma-Aldrich, Saint Quentin Fallavier, France) was used. It is well suited to our phantoms because it produces very little fluorescence when excited at 405 nm. For all gels, a mixture of water and 10% gelatine powder was employed. Measurements of solid gelatine made by our team, basing on Snell’s law, yielded a refractive index of 1.40 ± 0.01. This index corresponds to the refraction parameter of biological tissues.

2.2.2 Absorption

India ink diluted in water (no. 17, Pelikan, Hannover, Germany) was used. Light transmission measurements have been made for several ink concentrations to determine the absorption coefficient μa. The samples were placed in quartz cuvettes and measured with an UVICON 923 spectrometer (Bio-Tek Kontron

Fig. 1 (a) Probe configuration, excitation fiber (De) and collection fiber (Dc). (b) Influence of the distance between probe and specimen on the collected fluorescence intensity.
Instrument, Milan, Italy). Transmission through a reference (water placed in the same cuvette) was also measured. The absorption coefficient is linear with the ink concentration (vol./vol.) $C_{ink}$. A linear fit provided the calibration equation that was used to obtain the defined $\mu_s$. The absorption coefficient of gel and spheres was measured and it is equal to 2 cm$^{-1}$. This absorption coefficient was taken into account when we calculate the concentration of ink for a wanted absorption coefficient of our phantom. By this $\mu_{total} = \mu_{ink} + \mu_{gel+sphere}$.

In order to correspond to optical absorption coefficients for brain tissues in literature [11-12], the absorption coefficient was varied from 3 to 18 cm$^{-1}$. Note that after measurements the absorption due to the fluorophores was not taken into account: $\mu_s$ from the fluorophores was always less than 0.15 cm$^{-1}$ and thus negligible compared to the used ink absorption coefficients.

Compared measurements between two sets of diluted ink in water were made. One set (A) was diluted less than 24 h ago and the other one (B) was aged for about three months. The absorption coefficient differed by around 15%, with the recent dilution seemingly more absorbent. Therefore, to be completely sure that ink dilutions are correct, we choose to always prepare the ink dilutions less than 48 h before casting the phantoms.

### 2.2.3 Scattering

Microspheres (micro-particles GmbH, Berlin, Germany) have been used for finding the scattering properties of phantoms. For our manipulation we used microspheres of Melamine MF delivered in 10% solution with these manufactured data (410 nm of diameter, with a density of 1.5 g/cm$^3$ for each sphere, the refractive index is 1.68) dispersed homogeneously in water. By varying the concentration of spheres, we made suspensions with the desired scattering properties. The dependence of the scattering cross-section $\sigma_{sc}$ and the anisotropy $g$ on the wavelength according to the parameters of spheres is established thanks to the Mie theory. They were computed using Mie theory (FdMie program, based on Refs. [11-12]) to [13]. For a low concentration of scatterers (independent scattering approximation), the power scattered by the unit volume is obtained simply by adding the power scattered by each particle. For independent scatterers, we can assume that the phantom-scattering coefficient is a linear function of the microsphere concentration, calculated using Eq. (1), where $\rho$ is the density of our samples is lower than 0.01 (i.e., the volume occupied by scattering particles is less than 1% of the total volume).

$$\mu_s = \rho \cdot \sigma_{sc}.$$  

(1)

It is defined that the scattering cross-section and thus the anisotropy are related to the size of the particles. It is possible to calculate the coefficient $g$, following the Mie theory (FdMie program) for scattering spheres, knowing their diameter as well as their refractive index.

From the literature in Refs. [11-12], we know that brain tissue $\mu_s$ is in the range from 100 to 400 cm$^{-1}$ and the anisotropy varies from 0.75 to 0.95. MF-410 allows for obtaining the scattering coefficient in the interval of cerebral tissues. For a concentration of 100 mg/ml and a density of 1.5 g cm$^{-3}$ and using a computed Mie theories (Fd Mie program) $\sigma_s$ was calculated to be 1.91·10$^{-9}$ cm$^2$ and $g = 0.87$ using a 405-nm excitation wavelength.

### 2.2.4 Optical properties measurements

A single integrating sphere (IS200 Thorlabs) was used to measure reflection and transmission of 1-mm-thick phantom samples. Another device with diaphragms allows the measurement of the collimated transmission of the same sample. The samples do not contain any fluorophore. The measured quantities are analyzed with the program inverse adding-doubling (IAD) (available at Ref. [19]) to retrieve the optical coefficients $g$, $\mu_s$, $\mu_a$, and $\mu_s$. The anisotropy of scattering is found to be 0.85 ± 0.01, close to the expected value of 0.87. The measured absorption coefficients also correspond to the expected ones if an offset of ±2 cm$^{-1}$ is applied; this might be due to the gelatine and micro-particles absorption. The scattering coefficient is also overestimated by less than 10% compared to the expected value, which is considered acceptable. In conclusion, the phantoms we built were validated.

### 2.2.5 Fluorescence

Either Rhodamine B (RhB) (Sigma Aldrich Fluka, Saint-Quentin Fallavier, France) or Fluorescein (FITC) acide libre, (Sigma Aldrich Fluka, Saint-Quentin Fallavier, France), each diluted in water, are also added to provide fluorescence in the phantom. Even if it is far off their absorption maximum, both absorb light at 405 nm. Moreover, RhB emits light at around 580 nm, similar to Lipopigments, and FITC emission is around 515 nm, right in the Flavin range. A typical fluorophore concentration used for our phantoms is 10$^{-5}$ M. The absorption spectra of these molecules were measured by an absorption spectrometer (UVICON 932, Bio-Tek, Kontron Instrument, Milan, Italy). The values of absorption coefficients of FITC and RhB at a 405-nm excitation wavelength, for a concentration of 10$^{-5}$ M are 0.13 and 0.15 cm$^{-1}$, respectively. These are very weak compared with absorption coefficients of cerebral tissues. Thus it is not necessary to make an additional correction to the definition of the ink concentration of the phantoms.

### 2.2.6 Phantom fabrication protocol

Corresponding to the desired optical parameters, the concentrations of each phantom component are calculated according to the above-mentioned methods. Water and ink are mixed before the gelatine powder is added. This mixture is then heated in a 90°C hot water bath. While the powder dissolves, the solution is gently agitated to avoid air bubbles. Finally, fluorophores and scatterers are added and the mixture is placed in an ultrasound bath for a few minutes to obtain a homogeneous solution. While still liquid, the gel is poured into a mold, which is subsequently placed in a refrigerator for 1.5 h, where the jellyification is faster and evaporation is reduced. In order to minimize drying effects that could influence optical and geometrical properties, the
phantom is not used for more than 1 h in a temperature-controlled room at about 17°C.

2.3  

2.3.1  Mono-and bilayer phantoms

A triangular-shaped mold (84 × 7 × 20 mm², see Fig. 3) can provide monolayer phantoms with a continued variation of thicknesses. In addition, similar to those from Pfefer, bilayer phantoms can be produced using two triangular phantoms by putting one onto the other to obtain a rectangular shaped 2-layer phantom [Fig. 4(b)]. Each of the layers—labelled with either Fluorescein or Rhodamine B—has its own specific set of optical parameters. A very thin (13 μm thickness) nonfluorescent film is placed in between the two layers to prevent fluorophores from migrating into the other layer. Due to the flexible texture of the gelatine phantoms, an almost perfect interface is obtained, in most cases without any air bubbles. In contrast to Pfefer’s phantoms having only two determined thicknesses (0.3 and 0.6 mm), in our case any thickness of the upper layer can be addressed as it depends only on the probe position.

2.3.2  

Phantom with cylindrical inclusions

A specific mold [Fig. 4(a)] was designed for phantoms with gel inclusions, allowing a total of six cylindrical inclusions split into two groups of three inclusions with 2, 3, and 4 mm diameters each. For the first group, the inclusions can be placed at a depth \( D \) from 0 to 3 mm, whereas the second group is situated at a depth of \( D + 0.5 \) mm [Fig. 4(c)], with \( D \) being defined as the distance between the phantom surface and the closest point of the cylinders to the surface. The phantom production procedure is done as follows: the gel inclusions are produced in the horizontal cylindrical holes in the right part of the mold. The body of the phantom is molded in the rectangular shaped space on the left while aluminum cylinders are in place as illustrated for the first group of inclusions on Fig. 4. After gel polymerization, the aluminum cylinders are taken out, leaving open spaces facing the gel inclusions in mold. By using aluminum cylinders again, the gel inclusions can be pushed into the holes. The whole procedure is done underwater to avoid creating air bubbles. The resulting phantom can be seen in Fig. 4(c). Contrary to the bilayer phantoms, no film is used between the inclusions and the surrounding gel. In order to minimize the effect resulting from the migration of the inclusions’ fluorophores towards the surrounding gel and vice versa, measurements on inclusion phantoms have been made within 10 min after inserting the inclusions.

3  

Data Analysis

All obtained fluorescence spectra are analyzed by home-written Matlab programs. A typical spectrum measured from a bilayer phantom \( S_{RhB} \) is shown in Fig. 5. \( S_{RhB} \) corresponds to the weighted sum of two components: the emission spectrum of Rhodamine B \( S_{B} \), and that of Fluorescein, \( S_{FITC} \). Background contributions were already subtracted from the raw data.

If more than one fluorophore was used, e.g., in case of bilayer phantoms or inclusion phantoms, the contribution of each fluorophore has to be determined. In a first step, a characteristic emission spectrum \( S_{B} \) and \( S_{FITC} \) of each utilized fluorophore \( (n = 4 \) for each fluorophore) has been measured using monolayer phantoms with equivalent optical parameters and concentrations. These spectrum are averaged then modelled by weighted sums of Gaussians, two for Rhodamine B and three for Fluorescein, the Gaussian number chosen to obtain the best correspondence measure/sum of Gaussian (coefficient of adjusted >0.99). Every spectra of fluorophore is normalized by the area under the curve of the corresponding fluorophore. In this way, the yield of fluorescence is corrected. Indeed, \( f_{lower} \) and \( f_{upper} \) correspond respectively to the area under the curve of the specter of Rhodamine B and the area under the curve of FITC corrected by the yield of the fluorescence. To simplify, these factors \( (f_{lower} \) and \( f_{upper}) \) will be likened to fluorescence intensity. These spectra were then used to fit the experimental data from bilayer or inclusion phantoms, as presented in Eq. 2.

\[
S_{tot}(\lambda) = f_{lower} S_{RhB}(\lambda) + f_{upper} S_{FITC}(\lambda).
\]

The result of this procedure is also shown in Fig. 5. The fitted RhB (dashed line) and FITC (dotted line) contributions are shown with their sum (black line). This sum fits well the measured data (grey dots).
The specific labelling of the layers with different fluorophores allows for identification of the fluorescence origin and, at the same time, the relative contribution from each layer or inclusion. Consequently, the layer thickness that can be detected as a function of the different geometrical and optical parameters of probe and phantom was estimated.

For a given probe-phantom distance, the fluorescence intensity is measured at each position corresponding to different thicknesses \( T \) of the upper layer. The result is then divided by the maximal fluorescence intensity collected from the superior layer of the bilayer phantom (equivalent to a monolayer phantom). This estimates the percentage of emitted fluorescence of the upper layer from a specific thickness. To compare the different configurations, we defined a \( T_{80\%} \) value that indicates the thickness of the upper layer that gives 80\% of the detected light. In other words, in a monolayer phantom, about 80\% of the detected light would come from this layer thickness.

Such obtained fluorescence intensities for each part or layer of the phantom can be used to define the detectability of the layer. In consequence, all emissions of the different fluorophores contributing to the total signal have to be taken into account. The percentages \( P \) of the upper and lower layers are calculated with Eqs. (3) and (4), respectively and a typical example is given in Fig. 6.

\[
P_{\text{upper layer}}(T) = \frac{f_{\text{upper}}(T)}{f_{\text{upper}}(T) + f_{\text{lower}}(T)} \quad (3)
\]

\[
P_{\text{lower layer}}(T) = \frac{f_{\text{lower}}(T)}{f_{\text{upper}}(T) + f_{\text{lower}}(T)}. \quad (4)
\]

We consider a layer detectable if it contributes to at least 10\% of the total signal. As \( P \) varies with the thickness of the layer, we can therefore define two indicators, \( T_{\text{min}} \), which is the minimal thickness of the upper layer needed to be detected and \( T_{\text{max}} \), which corresponds to the maximal thickness of the upper layer allowing the detection of the lower layer.

The 10\% value used to define detectability was arbitrarily chosen and real tissue tests will have to be performed to adjust this value. But the 10\% contribution value can provide a good estimation to evaluate probes.

\( T_{\text{min}} \) corresponds to a contribution of 10\% of the upper layer from the total recorded signal. It illustrates the capacity to detect a tumoral on-surface layer. If a layer has a superior thickness to \( T_{\text{min}} \) it will be considered detectable. The coefficient \( T_{\text{max}} \) is equal to a thickness of the upper layer corresponding to a contribution of 10\% of the lower layer of the total collected signal. In that case, the tumoral layer is considered as being covered by a healthy layer of tissue. If the healthy layer of tissue has a lower thickness of \( T_{\text{max}} \), the tumoral layer is detectable.

4 Results

Before use, the absorption and scattering coefficients of the phantom have been experimentally verified with an integrating sphere and the obtained results matched the expected coefficients. These measurements were accomplished for different couples of \((\mu_s, \mu_a)\).

Figure 6 exposes the values of measured \( \mu_s \) according to the expected values (in agreement with Mie theory). Theoretical values are realized by the red line. The error bars shown in the following graphs had been always estimated using eight identical phantoms. These errors are estimated by the standard deviation between the measurements made for every scattering coefficient. An overestimation of the scattering coefficient is observed with respect to what we expected, with an average relative error of 15\% and a maximal relative error of 23\%.

In the phantom study, only one optical parameter of a layer was varied, either the scattering or the absorption coefficient. While, the other parameters were always \( n = 1.4, \ g = 0.87 \) and \((\text{Fluorophore}) = 10^{-5} \text{ M}\). When varying \( \mu_s, \mu_a \) was 3 cm\(^{-1}\). On the other hand, \( \mu_s \) was 100 cm\(^{-1}\), when the absorption coefficient was changed.

4.1 Probe Positioning and Geometry

As shown in previous research, the position of the probe relative to the phantom plays an important role in terms of fluorescence light collection. In our case, we evaluated the optimal
position by means of monolayer phantoms. Several phantoms with different scattering coefficients were fabricated and the intensity of fluorescence light was measured as a function of the distance between the probe and the sample. As illustrated in Fig. 8, for all μs, the collected fluorescence intensities change considerably with the probe-sample distance. The shape of the curves is similar for all scattering coefficients. Qualitatively, this shape can be understood by the changing acceptance overlap of the excited and collected fibers and the collection efficiency, both varying with distance. The highest fluorescence collection yield is found at a probe-sample distance between 1.2 and 1.5 mm. This is important for future clinical applications, where a spacer will be necessary to position the probe correctly.

The error of the estimated probe-tissue distance is about ±0.2 mm, mainly due to limited precision in measuring this distance (flatness of probe and phantom support). Accordingly, the distance used between the probe and the phantom was always 1.5 mm within this study. It should be noted that this distance is specific for our probe characteristics. Consequently, the 1.5 mm distance has to be changed when the probe geometry is modified, especially when the distance between emitting and collecting fiber is varied as this which affects the collection acceptance.

### 4.2 Sample and Layer Thicknesses

The collected fluorescence intensity changes with the thickness of the sample. This can be easily measured with a triangular-shaped layer [Figs. 2 or 4(b)], where the sample thickness only depends on the position of the probe. This can be seen in Fig. 4, where a saturation effect is observed. What is more interesting; these kind of well-calibrated phantoms can be used to evaluate precisely the spatial origin of the fluorescence emission.

For monolayer phantoms (n = 4), Table 1 shows the estimated thickness where 80% of the signal comes from, corresponding to four different scattering coefficients. We observe that even for a high-scattering medium, this penetration depth only marginally changes. In conclusion, we estimated the thickness of the explored bulk by our system to be typically around 0.5 mm. This parameter does not seem to vary significantly according to μs and is about 0.56 ± 0.05 mm, corresponding to the average and the standard deviation of the values presented in Table 1. A statistical error was evaluated by calculating the standard deviation between the T80% determined on several phantoms (n = 8) with identical optical properties and was estimated to be 0.06 mm. This error is of the same order as the standard deviation of the values of Table 1, which strengthens the conclusion of independency between T80% and μs.

For bilayer phantoms: In this case, the optical parameters of both layers are identical, except for the fluorophore. We view two cases, the variation of the scattering coefficient and that of absorption coefficient. A variation of μs, μa is fixed to 3 cm−1 and when μs is different, μs = 100 cm−1. Every point of the curve represents the average between two values of T80% defined on two lines of measurements acquired on the same phantom; the average distance between these measurements for the different phantom is lower than 2%. The error bars (±0.06 mm) result from a standard deviation between eight values of effective penetration, calculated on eight phantoms of identical optical properties. Figure 9 shows the variation of T80% as a function of scattering coefficient and Fig. 10 as a function of absorption coefficient.

To determine if the effective depth of detection varies with μs or μa, we compared the standard deviation of the points of the curve, S80% with the square of the statistical error, σ80% = 0.06 mm, corresponding to 95% of confidence interval (a Shapiro test was used). If the criterion presented in Eq. (5) is validated, then T80% depends on the varied coefficient in the considered curve.

\[ S_{80\%} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (T_{80\%}^{(i)} - T_{80\%})^2} \geq 2 \sigma_{80\%}. \]

By applying this method, we find that, for Fig. 9, S80% = 0.08 mm is lower than 2. σ80% = 0.12 mm, we cannot thus consider that the depth of detection varies with the scattering coefficient. This conclusion is added to that made on the monolayer phantom. Concerning Fig. 10, the corresponding point in μs = 3 cm−1 is statistically different from others, making them not differentiated. We can conclude that the effective depth of detection does not vary with μs but depends on μa. For an absorption coefficient (μa) of 3 cm−1, T80% is about 0.65 ± 0.08 mm, and decreases to a value of 0.38 mm for higher μa.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>T80% values for various scattering coefficients of monolayer phantoms.</th>
</tr>
</thead>
<tbody>
<tr>
<td>μs(cm⁻¹)</td>
<td>T80%</td>
</tr>
<tr>
<td>100</td>
<td>0.53</td>
</tr>
<tr>
<td>200</td>
<td>0.57</td>
</tr>
<tr>
<td>300</td>
<td>0.62</td>
</tr>
<tr>
<td>400</td>
<td>0.50</td>
</tr>
</tbody>
</table>
4.3 Detectability

In this case, the optical coefficients of the upper and lower layers are not always identical. These new analyses aim at bringing information about the capacity of the probe to detect the one or the other layer of both superimposed different layers. These results will be approached by the detection of a tumoral surface layer or in-depth.

The maximum thickness $T_{\text{max}}$ of the upper layer allowing the detection of the lower layer has been measured for different $\mu_s$ and $\mu_a$. As can be seen in Fig. 10, a study of the maximal thickness of the upper layer according to $\mu_s$ of the upper layer was made when the absorption coefficient is fixed to $3 \text{ cm}^{-1}$. Every curve corresponds to a fixed $\mu_s$ of the lower layer.

A criterion identical to that presented in Eq. (5) was used to define if the observed variation was significant or not. In that case, the critical value is $2$. $\sigma_{\text{max}} = 0.26 \text{ mm}$ and the standard deviation $S_{\text{max}}$ is calculated for values $T_{\text{max}}$ according to fixed $\mu_s$, either for the lower or upper layer. Table 2 presents the values of $S_{\text{max}}$. Table 2(a) contains the values of $S_{\text{max}}$ calculated for a fixed scattering coefficient of the upper layer and variable scattering coefficient of the lower layer. In Table 2(b), it is the $\mu_s$ of the upper layer which is changed while the $\mu_s$ of the lower layer is fixed.

By comparing the values of Table 2 to the critical value $\sigma_{\text{max}}$, we can deduce that the maximal thickness of detection does not depend on the scattering coefficient of the lower layer, but it is influenced by the scattering properties of the upper layer. The more scattering the upper layer has, the less the thickness $T_{\text{max}}$ will be, with average values included between 1.3 and 0.49 mm. A high scattering corresponds to a low mean free path in tissues. If we consider an average number of steps of scattering identical, whatever $\mu_s$, a photon will penetrate less deeply in tissue with higher scattering coefficient. This can explain qualitatively the decrease of $T_{\text{max}}$ for higher $\mu_s$.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Standard deviation $S_{\text{max}}$ for fixed $\mu_s$ of the upper (a) and lower (b) layer.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>Fixed $\mu_s$ upper layer [cm$^{-1}$]</td>
</tr>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>300</td>
</tr>
<tr>
<td></td>
<td>400</td>
</tr>
<tr>
<td>(b)</td>
<td>Fixed $\mu_s$ lower layer [cm$^{-1}$]</td>
</tr>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>300</td>
</tr>
<tr>
<td></td>
<td>400</td>
</tr>
</tbody>
</table>

Fig. 9 Variation of the depth of detection of 80% of the signal of the superior layer according to $\mu_s$ (a) and of $\mu_a$ (b).

Fig. 10 Variation of the maximal thickness of upper layer allowing the detection of the lower layer according to different scattering coefficient of both layers. $\mu_s$ is $3 \text{ cm}^{-1}$. 
For various scattering and absorption coefficients, the $T_{\text{min}}$ value is always found less than 60 $\mu$m. An error was also estimated by using identical bilayer phantoms. The estimated $T_{\text{min}}$ error is $\pm 20 \mu$m, taking into account this error, the upper layer will always be detected, if its thickness is at least 80 $\mu$m.

Optical problems in tissues are especially difficult regarding scattering and absorption. For this reason, a study similar to that of the variation of $\mu_s$ was made by varying the absorption coefficient $\mu_a$. Figure 11 presents results of $T_{\text{max}}$ according to $\mu_a$ of the upper layer, where each curve corresponds to a fixed $\mu_a$ of the lower layer. The standard deviation $S_{\text{max}}$ is also calculated in these cases and the results are recapitulated in Table 3.

We cannot conclude the existence of any dependence of the thickness $T_{\text{max}}$ on the absorption coefficient in the range included between 3 and 18 cm$^{-1}$ from Table 3. Qualitatively, we can observe a decrease of $T_{\text{max}}$ with $\mu_a$ of the upper layer for small values of $\mu_a$ of the lower layer, as seen in Fig. 11.

The deducted values of $T_{\text{min}}$ are always lower than 70 $\mu$m for different $\mu_a$ for an average value of 30 $\mu$m.

Note that in the case of cancer tissue that has necessarily a higher $\mu_s$ underneath healthy tissue, the explored thickness is between 1.3 and 0.5 mm (Table 2).

We conclude that $T_{\text{max}}$ depends on the $\mu_s$ of the upper layer and is not affected by the variation of $\mu_s$ and $\mu_a$ of the lower layer.

Further study and measurements will be accomplished to evaluate this thickness for tissues combining high scattering and high absorption coefficients.

### 4.4 Phantoms With Inclusion

The use of inclusion phantoms [Fig. 11(c)] allows the analysis of very local “tissue” modifications and to evaluate its fluorescence contribution to the whole detected signal, which depends on its size and depth within the phantom. Evidently, optical parameters can be varied as well. The probe is moved across these phantoms similarly to the bilayer phantoms and the measured data are fitted in the same way.

A typical result can be seen in Fig. 12. Fluorescence intensities of FITC inclusions are shown as a function of the $x$-axis position of the scan when the probe is displaced laterally across the phantom. Each peak has already been fitted with a Gaussian curve to get position and full width at half maximum (FWHM) of the inclusion.

Several phantoms were built to cover a range of inclusion depths between 0 and 3.5 mm. Figure 12 presents the variation of the detected intensity maximum as a function of this depth. Squares, circles and triangle represent 2-, 3- and 4-mm diameter inclusions, respectively.

The parameters of interests are the maximum and the FWHM. The error on the maximal intensity measured on an inclusion was calculated by means of six phantoms each one contain six inclusions, half in 1 mm depth and the others 1.5 mm deep. The average variation of the maximal intensity was estimated with a relative standard deviation of the order of 1%, with a maximal standard deviation of 3%.

### Table 3

<table>
<thead>
<tr>
<th>(a) Fixed $\mu_a$ upper layer [cm$^{-1}$]</th>
<th>$S_{\text{max}}$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.17</td>
</tr>
<tr>
<td>9</td>
<td>0.17</td>
</tr>
<tr>
<td>13</td>
<td>0.09</td>
</tr>
<tr>
<td>18</td>
<td>0.07</td>
</tr>
<tr>
<td>(b) Fixed $\mu_a$ lower layer [cm$^{-1}$]</td>
<td>$S_{\text{max}}$ (mm)</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>3</td>
<td>0.16</td>
</tr>
<tr>
<td>9</td>
<td>0.20</td>
</tr>
<tr>
<td>13</td>
<td>0.07</td>
</tr>
<tr>
<td>18</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Fig. 11 Variation of the maximal thickness of upper layer allowing the detection of the lower layer according to different absorption coefficient of both layers.
Figure 13 recapitulates the maxima of the inclusions’ contributions for different depths and diameters. The contributions in 0 mm depth are lower than 100%. This is understandable by the spatial resolution of the probe which is 500 μm and thus it measures a superior surface of the outcrop of the inclusion. The red line represents the limit of 10% detectability. The detection is quasi-independent from the diameter of the inclusions, when it is included between 2 and 4 mm. The maximal depth of the inclusion allowing its detection is about 0.9 mm.

The FWHM does not vary with the depth of the inclusion. The relationship between FWHM and the diameter is constant with a ratio of about 0.6.

Table 4 Average values of FWHM for different diameters.

<table>
<thead>
<tr>
<th>Diameter [mm]</th>
<th>FWHM [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.3 ± 0.5 [n = 4]</td>
</tr>
<tr>
<td>3</td>
<td>1.8 ± 0.2 [n = 4]</td>
</tr>
<tr>
<td>4</td>
<td>2.4 ± 0.2 [n = 4]</td>
</tr>
</tbody>
</table>

Figure 13 Normalized maximum peak intensities measured for inclusions of 2, 3, and 4 mm diameters, corresponding to squares, circles and triangles, respectively, as a function of the inclusion depth.

5 Discussion

Using our homemade probe, several scattering, absorbing and fluorescent phantoms with different geometries have been developed to evaluate the detection properties. To achieve this study, we took into account various thicknesses or depths, inclusions of several sizes and optical parameters. In case of a monolayer phantom, the thickness $T_{80\%}$ from where 80% of the total signal is collected, is independent of the scattering coefficient and is around 0.56 ± 0.06 mm.

When considering bilayer phantoms, two different indicators, $T_{min}$ and $T_{max}$, were investigated corresponding to the minimal and maximal thicknesses of the upper layer that still permits detection of the upper or lower layer, respectively. For both indicators, absorption and scattering coefficients have been varied.

Being independent of absorption and scattering coefficients, the minimum thickness $T_{min}$ of the upper layer to be detected is never larger than 80 μm and in most cases even smaller. On the other hand, the maximum thickness of the upper layer allowing detection of the lower layer is strongly $\mu_a$-dependent. For increasing scattering coefficient of the upper layer, $T_{max}$ decreases. In consequence, even a rather thin layer of tumorous tissue at the surface having a high-scattering coefficient will inhibit a signal contribution from underlying healthy tissue, property that should help in tumorous tissue identification. More generally it can be stated that high differences of the scattering coefficients of two tissue layers favor the detection of the high diffusive tumorous one.

Detectability of inclusions has also been examined. At least for inclusion diameters larger than 2 mm, the inclusions are detectable to depths of 1.5 mm. While the detectability does not vary with diameter, the inclusion widths (FWHM) are underestimated by about 40%. Both properties can be explained by geometrical considerations: the inclusions have a circular, not a rectangular shape, and the determined depth is the distance between the phantom surface and the inclusion’s top edge. We determined the limit of detection, defined as a minimal contribution of 10% of the measured total signal, in a depth slightly lower than 1 mm. Nevertheless, the signal resulting from inclusions is very well defined because of the adjustment method of the emission spectrum and the same for superior depths. The value of the threshold of detection defined arbitrarily in 10% of the total signal seems too radical. In fact, it is possible, due to the method of spectrum processing, to detect inclusions more profoundly than the defined threshold.

6 Conclusion

In the present work, the making of original mono-and bilayer phantoms, as well as phantoms with inclusions, was presented. These phantoms with calibrated and verified optical parameters are suited to fluorescence spectroscopy. They provide an accurate tool to characterize and compare fiber probe detection characteristics. The phantom optical parameters have been fitted to mimic healthy and tumorous brain tissues. These phantoms are
also well fabricated to be excited with 405 nm, a wavelength frequently used for autofluorescence measurements of tissues. In the end, the benefits of a phantom with variable optical parameters and adaptable geometries were shown for detection-probe characterization. However, phantom studies are quite time-consuming. Complementary ways to validate probes include Monte Carlo simulations that can be easily used to make a systematic characterization of different probe geometries. We have developed such a simulation program and its validation via phantom measurements is under study. Detailed results will be published soon.
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