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Abstract. Currently, photoplethysmograms (PPGs) are mostly used to determine a patient’s blood oxygenation and pulse rate. However, PPG morphology conveys more information about the patient’s cardiovascular status. Extracting this information requires measuring clean PPG waveforms that are free of artifacts. PPGs are highly susceptible to motion, which can distort the PPG-derived data. Part of the motion artifacts are considered to result from sensor-tissue motion and sensor deformation. It is hypothesized that these motion artifacts correlate with movement of the sensor with respect to the skin. This hypothesis has been proven true in a laboratory setup. In vitro PPGs have been measured in a skin perfusion phantom that is illuminated by a laser diode. Optical motion artifacts are generated in the PPG by translating the laser diode with respect to the PPG photodiode. The optical motion artifacts have been reduced significantly in vitro, by using a normalized least-mean-square algorithm with only a single coefficient that uses the laser’s displacement as a reference for the motion artifacts. Laser displacement has been measured accurately via self-mixing interferometry by a compact laser diode with a ball lens integrated into the package, which can be easily integrated into a commercial sensor. © 2012 Society of Photo-Optical Instrumentation Engineers (SPIE). DOI: 10.1117/1.JBO.17.11.117007
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1 Introduction

Pulse oximeters are currently widely applied in clinical practice to measure a patient’s peripheral arterial oxygen saturation (SpO2) and pulse rate (PR). Pulse oximeters derive these data from photoplethysmograms (PPGs). PPGs are obtained by illuminating the skin and measuring the intensity of the light that has propagated through the skin in a transmissive or planar configuration, the latter being referred to as a reflective PPG sensor. A transmissive finger sensor is illustrated schematically in Fig. 1. Reflective sensors are for instance used on a patient’s forehead. PPGs show periodic decreases as a result of cardiac induced increases in tissue arterial blood volume [first 10 s and last 12 s in Fig. 2(a), and the first 23 s in Fig. 2(b)]. PR can be directly obtained using this periodicity. By measuring two PPGs at different wavelengths, commonly red and infrared, SpO2 can be determined. Because blood oxygen saturation determines the blood’s color, SpO2 can be determined from the ratio of the DC-normalized amplitudes of the cardiac induced pulses in both PPGs.[1]

This paper focuses on the use of reflective PPG sensors, which are potentially more widely applicable than transmissive sensors, as reflective sensors are not restricted to transilluminable body sites. On central sites, such as the forehead, reflective sensors have been shown to measure desaturation events earlier than sensor-based sensors as a result of a shorter circulation transit time.[10] Also, PPG measurements on the forehead suffer to a lesser extent from vasoconstrictive response[12] and motion artifacts[11].

Though in clinical practice PPGs are mostly used to measure SpO2 and PR, their morphology conveys rich information about the patient’s cardiovascular status, sympathetic tone[13] and respiration.[14] Additionally, heart rate variability (HRV) can be determined from PPGs.[15] and the arrival or transit time of the cardiac induced pulses in PPGs can be used to monitor changes in blood pressure or arterial compliance.[16] Furthermore, PPGs are highly susceptible to patient and sensor-tissue motion, which can distort PPGs and derived data.[17] This is illustrated in Fig. 2(a) and 2(b), which show motion artifacts in finger PPGs as a result of finger bending and motion artifacts in forehead PPGs as a result of walking, respectively. Therefore, to enable reliable extraction of beat-to-beat information from PPG morphology, an improved PPG motion artifact reduction is required which cleans up the PPG waveform.

Current commercial algorithms have mainly been designed to extract average SpO2 and PR and do not use an explicit measurement of motion to reduce the motion artifacts in the PPGs, such as the Philips FAST-SpO2 algorithm[18] or the Masimo SET® algorithm[19]. Also in scientific literature, several different approaches to reduce motion artifacts in PPGs have been investigated. The main approaches are illustrated in the following examples. For a ring-shaped PPG sensor that measures transmissive and reflective PPGs, the reflective PPG has been suggested as a reference for the motion artifacts to clean up...
the transmissive PPG. In an earpiece PPG sensor, a notch filter at the motion frequency removed the motion artifacts from the PPGs. The motion frequency was determined from the photodiode signal with the light emitting diodes (LEDs) switched off, as sensor-tissue motion caused a variation in the amount of ambient light reaching the photodiode. Accelerometers have been applied as well to obtain a reference for the motion artifacts in a correlation canceler also combined with the Laguerre expansion. Furthermore, sensor-coupling motion artifacts have been removed by equalizing a transmissive PPG by a second transmissive PPG measured at a different wavelength. Lastly, the influence of motion on SpO2 measurements can be reduced by using wavelets, the smoothed pseudo Wigner-Ville distribution, and multiple colors.

In this paper, a motion artifact reduction method is proposed to clean up the PPG, in order to enable reliable extraction of beat-to-beat information from the PPG waveform. Different from other methods, the proposed method is based on the use of relative sensor motion with respect to the skin as a reference for the motion artifacts. Motion artifacts in PPGs are presumably caused by hemodynamic effects, tissue deformation, and sensor movement and deformation. It is hypothesized that a large part of these motion artifacts correlate with relative sensor motion. When the sensor moves with respect to the skin, spurious fluctuations occur in the PPG as a result of variations in light coupling and the probed tissue volume, e.g., changes in the shunt light which does not probe pulsatile blood volume. It is expected that an estimate of these motion artifacts can be derived from a measure of relative sensor motion in order to remove these artifacts from the PPGs. Moreover, by deriving motion artifacts from relative sensor motion, one can possibly obtain insight in the relative contribution of these artifacts to the total artifact that results from motion.

We propose to measure relative sensor motion via self-mixing interferometry (SMI). This can be done by integrating a laser diode with a monitor diode into a PPG sensor such that the laser diode illuminates the skin. When the sensor moves with respect to the skin and the backscattered laser light re-enters the laser cavity, its Doppler shift can be determined via the monitor diode. Relative sensor motion can subsequently be determined from the Doppler phase, as explained in Sec. 2.

Using SMI is practical, because this method is self-aligning, compact, and easy to integrate in a PPG sensor. As described in Sec. 2, we use an in vitro skin perfusion phantom in a laboratory setup to develop a method to measure relative motion via SMI, and to investigate the influence of sensor motion on PPGs. In this setup, a single laser diode is used both as a light source for the PPG measurements and as a sensor to measure displacement. Optical motion artifacts are generated in the setup by translating the laser diode with respect to the PPG photodiode. Last, the SMI displacement measurement is used as a reference for the motion artifacts in a normalized least-mean-square (NLMS) algorithm as described in Sec. 2. In this algorithm, an estimate of the motion artifacts derived from the SMI displacement measurement is subtracted from the distorted in vitro PPG to reduce the motion artifacts and to retrieve the mimicked cardiac component. The accuracy of the SMI displacement measurement, the in vitro PPGs obtained and the performance of the artifact reduction are presented and discussed in Secs. 3 and 4 respectively, and conclusions are presented in Sec. 5.

2 Methodology

2.1 Self-Mixing Interferometry

SMI is observed when a laser diode illuminates an object such that part of the light backscattered by the object re-enters the laser diode’s cavity. The backscattered light interferes with the standing wave inside the laser cavity, thus changing the emitted optical lasing frequency and power. Moreover, when light re-enters the cavity that has been backscattered by a moving object, a beat frequency $f_b(t)$ [Hz] equal to the Doppler shift is observed in the optical power:

![Fig. 2 Illustration of the effect of motion on PPGs. (a) PPGs obtained using a transmissive finger clip. The motion artifacts are caused by repetitive slight bending of the finger. (b) PPGs obtained using a reflective forehead sensor. Walking causes the motion artifacts.](https://www.spiedigitallibrary.org/journals/Journal-of-Biomedical-Optics)
with time $t$ [s], object velocity $v_o(t)$ [m/s], angle $\theta$ [rad] between the object’s velocity vector and the laser beam, and lasing wavelength $\lambda(t)$ [m]. The component of the object’s displacement in the direction of the laser beam follows by equating each full cycle in the optical power to half of the emitted wavelength.

However, only counting the number of cycles in the optical power does not reveal the direction of motion, because in this case one uses the absolute value of the object’s velocity. Without directional information, the displacement measurement can have a frequency twice as high as the displacement itself (frequency doubling as a result of using the absolute value of the velocity). This complicates its use to correct PPG motion artifacts which are caused by variations in sensor position. Therefore, displacement should be measured such that the direction is taken into account as well. Note that with a single laser diode, one can only determine whether the net motion in three dimensions is directed towards or away from the laser beam. Because the three-dimensional motion is projected onto a single axis only, it is not possible to determine the exact direction of motion in three-dimensional space. Moreover, any motion orthogonal to the laser beam is not observed at all. These can be limitations of the current configuration.

When using SMI, the direction of motion can be determined either from the shape of the interference pattern in the optical power, or by modulating the emitted wavelength. At moderate levels of optical feedback, the interference pattern is sawtooth shaped. In this case the direction of motion determines whether the fast edge of the sawtooth is directed upwards or downwards. However, if the direction of motion is determined from the fast edge of the sawtooth shaped interference pattern, the level of optical feedback is required to exceed some threshold to guarantee proper functioning of the displacement measuring method. That is, sawtooth-shaped interference patterns are only observed at moderate levels of optical feedback; at (very) weak levels of optical feedback the interference pattern is sinu-oidally shaped. In this application though, the level of optical feedback can be (very) weak, thus not exceeding the required threshold to obtain sawtooth shaped interference patterns. This is because the level of optical feedback is linearly related to both the reflectivity of the illuminated object and the distance from the laser diode to the object. Because skin diffusely scatters the light and because the optical properties of skin are highly variable, in some conditions weak backscattering from the skin can lead to (very) weak optical feedback. In addition, the distance between the skin and the laser diode will only be on the order of millimeters. For these reasons, we prefer to use a method that can also observe the direction of motion at (very) weak feedback levels. This is accomplished by amplitude modulation of the laser injection current, which induces a wavelength modulation. In this case the direction of motion can be recovered by using two spectral Doppler components of the SMI signal, as explained in the next sections. The structure of the SMI signal is first explained in Sec. 2.1.1. Next, Sec. 2.1.2 explains how displacement is determined from the SMI signal. And finally, the accuracy of the obtained displacement measurement is described in Sec. 2.1.3.

### 2.1.1 SMI signal structure

The Doppler frequency in the optical power can be measured by the laser diode’s internal monitor diode. The monitor signal $v_{\text{MD}}(t)$ [V] is obtained from the monitor diode current $i_{\text{MD}}(t)$ [A] via a transimpedance amplifier with gain $Z$ [V/A], and can be expressed as:

$$v_{\text{MD}}(t) = Z i_{\text{MD}}(t) = Z R_{\text{DC}} + \Delta P_m \sin(o_m t + \phi_m) + m(t) P_{\text{DC}}$$

in which $R$ [A/W] is the monitor diode’s responsivity, $P_{\text{DC}}$ [W] is the DC optical power, and $\Delta P_m$ [W] is the amplitude of the AC optical power as a result of the modulation of the laser injection current at $o_m$ [rad/s] with initial phase $\phi_m$ [rad]. The factor between braces describes the fluctuations in optical power caused by optical feedback. Here $m(t) [-]$ is the modulation depth which depends on the level of optical feedback. The modulation depth is assumed to be time dependent, because speckle effects cause the level of optical feedback to vary over time. Last, phase $\phi_{\text{ext}}(t)$ [rad] is the interferometric phase of the light that re-enters the laser cavity, which contains the object’s displacement information. Because $\Delta P_m/P_{\text{DC}} \ll 1$ and $m(t) < 1$, Eq. (1) can be approximated by:

$$v_{\text{MD}}(t) \approx Z R_{\text{DC}} + \frac{4 \pi L_o}{\lambda(t)} \sin(o_m t + \phi_m) + m(t) P_{\text{DC}}$$

(2)

in which the phase change of the external cavity $\phi_{\text{ext}}(t)$ equals the phase change as a result of the distance $L_o$ [m] traveled between laser diode and object, plus the Doppler phase change as a result of object motion. The amplitude modulation of the injection current results in a wavelength modulation, expressed as $\lambda_{\text{mod}}(t) = \lambda_0 + \Delta \lambda_m \sin(o_m t + \phi_m)$. In addition, the time-varying optical feedback results in a fluctuation of the emitted wavelength, indicated by $\Delta \lambda_{\text{fb}}(t)$ [m]. As $\Delta \lambda_{\text{fb}}(t)/\lambda_0 \ll 1$ and $\Delta \lambda_{\text{fb}}(t)/\lambda_0 \ll 1$, the cosine term in Eq. (2) can be approximated by:

$$\cos\left[\frac{4 \pi L_o}{\lambda(t)} \right] \approx \cos\left[\frac{4 \pi L_o}{\lambda_0} \right] \left[ 1 - \frac{\Delta \lambda_m}{\lambda_0} \sin(o_m t + \phi_m) - \frac{\Delta \lambda_{\text{fb}}(t)}{\lambda_0} \right]$$

(3)

$$\approx \cos\left[\frac{4 \pi L_o}{\lambda_0} \right] \left[ 1 - \frac{\Delta \lambda_m}{\lambda_0} \sin(o_m t + \phi_m) - \frac{\Delta \lambda_{\text{fb}}(t)}{\lambda_0} \right]$$

(4)

$$\approx \cos\left[\frac{4 \pi L_o}{\lambda_0} \right] \left[ 1 - \frac{\Delta \lambda_m}{\lambda_0} \sin(o_m t + \phi_m) - \frac{\Delta \lambda_{\text{fb}}(t)}{\lambda_0} \right]$$

(5)

$$\approx \cos\left[\frac{4 \pi L_o}{\lambda_0} \right] \left[ 1 - \frac{\Delta \lambda_m}{\lambda_0} \sin(o_m t + \phi_m) - \frac{\Delta \lambda_{\text{fb}}(t)}{\lambda_0} \right]$$

(6)
in which:
\[
\phi_d(t) = \frac{4\pi L_o}{\lambda_0} \left[ 1 - \frac{\Delta \phi(t)}{\lambda_0} \right] + \frac{4\pi \cos(\theta)}{\lambda_0} \int_0^t v_\omega(\xi) d\xi. \tag{7}
\]

The one but last term of the argument in Eq. (3) is the upper bound of the effect of modulation on the integral of the Doppler frequency, in which \(v_{\text{max}} \text{ [m/s]}\) is the maximum object velocity. The upper bound has been obtained by integrating over half of the modulation period; this term would equal zero when integrating over a full modulation period. This term is neglected in Eq. (3), because both \(\Delta \phi(\omega) \text{[m]}/\lambda_0 \ll 1\) and \(v_{\text{max}}/\omega_0 \ll 1\). Furthermore, the last term of the argument in Eq. (3) is an approximation of the effect of the feedback induced wavelength variation on the integral of the Doppler frequency, in which \(C [-]\) is the optical feedback parameter. This approximation has been obtained by using that \(\Delta \phi(\omega) \text{[m]}/\lambda_0 \ll 1\) and integrating over half of a Doppler period. In addition, it has been used that the maximum feedback induced wavelength variation equals \(\Delta \phi_{\text{max}} = \pm (\lambda_0^2 C)/(4\pi L_o)\), which has been derived from the laser phase condition that includes the effect of feedback, and by using the optical feedback parameter \(C[\text{m}]/\text{m}^2\). Also this term has been neglected in Eq. (3), because \(\lambda_0/L_o \ll 1\) and because \(C < 1\) in the (very) weak feedback regime.

Via real-valued variations of the Jacobi-Anger expansion, one can obtain a first order approximation of Eq. (3). By using the relationship \(J_{-n}(z) = (-1)^n J_n(z)\) for the Bessel function of the first kind of order \(n\), the following expression can be obtained for the Jacobi-Anger expansion:

\[
e^{j\sin \theta} = \sum_{n=-\infty}^{\infty} J_n(\xi) e^{jnt} = J_0(\xi) + 2 \sum_{n=1}^{\infty} J_{2n}(\xi) \cos(2n\theta) + 2j \sum_{n=1}^{\infty} J_{2n-1}(\xi) \sin[(2n-1)\theta]. \tag{9}
\]

By using the first order approximations of the real and imaginary parts of Eq. (9) for \(\cos[\phi_d(\omega_m t + \phi_\mu)]\) and \(\sin[\phi_d(\omega_m t + \phi_\mu)]\) in Eq. (9), respectively, and substituting this result in Eq. (8), the monitor diode signal can be expressed as a sum of signals in the baseband, around the modulation frequency, and around the second harmonic of the modulation frequency:

\[
v_{\text{MD}}(t) \approx ZR(P_{\text{DC}} + \Delta P_m \sin(\omega_m t + \phi_\mu)) + m(t)P_{\text{DC}} \{J_0(\phi_\mu) + 2J_2(\phi_\mu) \cos[2(\omega_m t + \phi_\mu)]\} \times \cos[\phi_d(t)] + m(t)P_{\text{DC}} J_1(\phi_\mu) \times \sin(\omega_m t + \phi_\mu) \times \sin(\phi_d(t)). \tag{10}
\]

Equation (10) shows that light backscattered into the laser cavity by a moving object yields Doppler signals with a phase \(\phi_d(t)\) as in Eq. (8). As modulation causes \(\phi_d(t)\) to appear both in a sine and a cosine, it can be recovered conveniently by unwrapping the arc tangent of the ratio of the sine and the cosine. Moreover, Eq. (10) shows that \(\cos[\phi_d(t)]\) appears both in the baseband and around the second harmonic of the modulation frequency. The \(\cos[\phi_d(t)]\) term around the second harmonic is used for the displacement measurements, because it has a better SNR given the \(1/f\) noise characteristics of the monitor diode and the electronics, and mains interference.

Moreover, Eq. (9) shows that the Doppler signals in the baseband, around the modulation frequency, and around the second harmonic of the modulation frequency are proportional to \(J_0(\phi_\mu), J_1(\phi_\mu)\) and \(J_2(\phi_\mu)\), respectively. Therefore, a proper choice of \(\phi_\mu\) will result in Doppler signals with a large amplitude around the modulation frequency and its second harmonic, and a small amplitude in the baseband. The latter is advantageous in this study, because here the laser diode is also used to measure the PPG. By reducing the amplitude of the Doppler signals in the baseband, one improves the SNR of the PPG. The preferred \(\phi_\mu\) is equal to approximately \(0.77\pi\) rad, at which phase \(J_0(\phi_\mu)\) is approximately 0. As Eq. (9) shows, one can obtain the preferred \(\phi_\mu\) by adjusting modulation depth \(\Delta \phi_{\text{max}}/\lambda_0\), which is proportional to the AC component of the laser injection current. Moreover, Eq. (9) shows that the modulation depth required to obtain the preferred \(\phi_\mu\) depends on the distance \(L_o\) between laser diode and object. Because \(L_o\) is constant in the \textit{in vitro} setup, the required modulation depth is not a time-varying parameter in this study. Finally, by using \(\phi_\mu = 0.77\pi\) rad, \(L_o \approx 4\text{ mm}\), and \(\lambda_0 = 850\text{ nm}\) in Eq. (9), it follows that the required modulation depth is approximately \(\Delta \phi_{\text{max}}/\lambda_0 \approx 4 \times 10^{-2}\). This also confirms the validity of the assumption \(\Delta \phi_{\text{max}}/\lambda_0 \ll 1\).

### 2.1.1 Displacement measurement

The block diagram in Fig. 4 describes how displacement is determined from the monitor diode signal. As a first step to track the Doppler phase \(\phi_d(t)\), the Doppler signals are demodulated and band-pass filtered (BPF) to obtain baseband signals:

\[
v_x(t) = 2 \text{ BPF}(v_{\text{MD}}(t) \sin(\omega_m t + \phi_\mu)) = 2ZRm(t)P_{\text{DC}} J_1(\phi_\mu) \sin(\phi_d(t)) = A_x(t) \sin(\phi_d(t)). \tag{11}
\]

\[
v_v(t) = 2 \text{ BPF}(v_{\text{MD}}(t) \cos(\omega_m t + \phi_\mu)) = 2ZRm(t)P_{\text{DC}} J_2(\phi_\mu) \cos(\phi_d(t)) = A_v(t) \cos(\phi_d(t)), \tag{12}
\]

in which \(A_x(t)\) and \(A_v(t)\) are the time-varying amplitudes of the baseband signals, respectively. Band-pass filtering is implemented by first applying a low-pass filter (LPF) at a maximum Doppler frequency \(\omega_{d_{\text{max}}} < \omega_{\text{max}}\text{ [rad/s]}\), after which the DC component and low-frequent oscillations are removed by applying a high-pass filter (HPF) with cut-off \(\omega_{d_{\text{max}}} < \omega_{d_{\text{max}}}\text{ [rad/s]}\). This high-pass filter thus sets the lower limit for the speed of motion that can be measured. Second, \(v_v(t)\) and \(v_v(t)\) have to be normalized to be able to accurately track \(\phi_d(t)\). The demodulated Doppler signals are normalized by using the Hilbert transform, as indicated by \(H\{\cdot\}\). As the ideal Hilbert transform equals \(+j\) for negative frequencies and \(-j\) for positive frequencies, it follows that:
The influence of these noise terms on the accuracy of the displacement measurement method is investigated in this section. The presence of noise in \( v_y(t) \) and \( v_x(t) \) can be expressed as:

\[
v_y(t) = A_y(t) \sin(\phi_d(t)) + \sum_i A_{yi}(t) \cos(\phi_{yi}(t)),
\]

in which \( A_{yi}(t) \) and \( \phi_{yi}(t) \) are the amplitudes of the noise terms in \( v_y(t) \) and \( v_x(t) \), respectively, and \( \phi_d(t) \) and \( \phi_{yi}(t) \) are the phases of the noise terms in \( v_y(t) \) and \( v_x(t) \), respectively. When assuming an SNR > 1, the first order Taylor approximation of the normalized demodulated Doppler signals is:

\[
y_n(t) = \cos[\text{unwrap}(\angle\{v_y(t) + jH[v_x(t)]\})] \\
\approx \sin\left[\phi_d(t) + \frac{3}{2} \sum_i A_{yi}(t) \frac{A_y(t)}{A_x(t)} \right],
\]

\[
x_n(t) = \cos[\text{unwrap}(\angle\{v_x(t) + jH[v_y(t)]\})] \\
\approx \cos\left[\phi_d(t) + \frac{3}{2} \sum_i A_{xi}(t) \frac{A_x(t)}{A_y(t)} \right].
\]

By using Eqs. (14) and (15) for \( y(t) \) and \( x(t) \) in Eq. (13), and once more assuming an SNR > 1, the following first order Taylor approximation is obtained for the displacement (omitting the BPF for brevity):

\[
\Delta L_{\text{sm}}(t) = \text{BPF}\left\{\frac{-\lambda_0}{4\pi \cos(\theta)} \text{unwrap}\left[\frac{\lambda_0}{\cos(\theta)} \left(1 - \frac{\Delta \phi_d(t)}{\lambda_0}\right) + \int_0^t v_x(\xi)d\xi\right]\right\}
\]

in which \( \text{unwrap}(\cdot) \) refers to an implementation of the arctangent that takes into account in which quadrant \( y(t) \) and \( x(t) \) are located. The BPF is implemented by an LPF and an HPF (Fig. 3). An LPF with a cut-off at the bandwidth of the PPG, \( \omega_{\text{ppg max}} \) [rad/s], first makes sure that the motion artifact reference has the same bandwidth as the PPG, in order to avoid introducing additional noise to the PPG. In a practical implementation the HPF with a cut-off at \( \omega_{\text{sh}} \) [rad/s] subsequently removes any baseline drift, with \( \omega_{\text{sh}} \) sufficiently small to accommodate the lowest expected PR.

2.1.3 Accuracy analysis

In practice, the demodulated Doppler signals \( v_y(t) \) and \( v_x(t) \) [Eqs. (11) and (12)] are perturbed by additive noise terms, caused by shot noise, thermal noise, and quantization noise.
in which the change in wavelength as a result of optical feedback, \( \Delta \lambda_{fb}(t) \), has been replaced by an upper bound using the lasing condition and optical feedback parameter \( C \).\(^\text{[1]}\) Equation \((25)\) shows the upper bound of two additive noise sources which distort the displacement measurement, for \( SNR > 1 \). The first noise source is caused by the change in emitted optical wavelength as a result of optical feedback and has been replaced by upper bound \( (\lambda_0 C)/(4 \pi \cos(\theta)) \). Because only (very) weak feedback regimes are expected in this application, it holds that the feedback parameter \( C < 1 \).\(^\text{[38]}\) Therefore, this error term will have a magnitude on the order of \( (\lambda_0 C)/(4 \pi \cos(\theta)) \approx 10^{-8} \text{--} 10^{-7} \text{ m} \). The second noise source, being a result of shot noise, thermal noise, and quantization noise, is inversely proportional to the SNR of the Doppler signals. For \( SNR > 1 \), also this term has a magnitude of \( 10^{-8} \text{--} 10^{-7} \text{ m} \). Because sensor displacement is expected to be on the order of \( 10^{-4} \text{--} 10^{-3} \text{ m} \), these error sources introduce a negligibly small error of roughly \( 0.1\% \text{--} 1\% \), as long as the \( SNR > 1 \). Speckle can cause the amplitude of the Doppler signals to become very small, resulting in an \( SNR < 1 \), in which case the contribution of the second noise source cannot be neglected anymore. Destructive speckle interference may occur when the surface roughness of the illuminated object is such that the backscattered contributions of the laser light cancel at the laser. This phenomenon cannot be prevented. Therefore, destructive speckle interference is expected to be the dominant cause of inaccuracies in the displacement measurement, but the exact impact depends on the illuminated surface.

Inaccuracies also result because the average emission wavelength \( \lambda_0 \) and the angle \( \theta \) between the laser beam and the direction of motion are not exactly known. The emission wavelength of the 850 nm VCSEL is specified with an accuracy of 10 nm, which thus may result in a displacement error of approximately 1%.\(^\text{[2]}\) Fluctuations in the emission wavelength as a result of modulation and optical feedback are negligible. Modulation of the injection current results in minor wavelength variations on the order of \( 10^{-12} \text{ m} \) (see Sec. \( 2.1.1 \)). Moreover, from Eqs. \((23)\) and \((25)\) it follows that optical feedback only changes the wavelength by at most \( (\lambda_0^2 C)/(4 \pi L_{in}) \approx 10^{-12} \text{ m} \). The inaccuracy \( \delta \theta \) in the angle \( \theta \) results in a displacement error of \( [\tan(\theta)/\cos(\theta)] \delta \theta \approx 3.5 \cdot \delta \theta \text{ for } \theta = \pi/3 \text{ rad} \), which equals approximately 6% for \( \delta \theta = \pi/180 \text{ rad} \). The effect of the inaccuracy in angle \( \theta \) thus dominates the effect of wavelength inaccuracy. However, these inaccuracies are both constant scaling effects on the amplitude of the displacement measurement. Exactly measuring the absolute displacement is not relevant in the context of PPG motion artifact reduction. In this context, it is most important to accurately measure the frequency of motion of the sensor.

2.2 Experimental Setup

An \textit{in vitro} setup has been built to study whether it is possible to remove motion artifacts from a PPG by using relative sensor motion as an artifact reference. This setup contains a flow cell that mimics skin perfusion, as described in Sec. \( 2.2.1 \). Section \( 2.2.2 \) describes how this flow cell is used in a setup to obtain motion corrupted PPGs \textit{in vitro}.

2.2.1 Skin perfusion phantom

To be able to measure PPGs \textit{in vitro}, a flow cell has been made that models cardiac induced blood volume changes in the skin. Figure \( 4 \) shows a cross-sectional view of the flow cell, Fig. \( 5(a) \) shows the different components of this flow cell, and Fig. \( 5(b) \) shows the assembled flow cell. Two different inserts have been made that go into the base of the flow cell. Both inserts define a rectangular flow channel that is 170 mm long and 34.7 mm wide. In both inserts, half of the flow channel is 0.5 mm deep and half is 1 mm deep, with an abrupt change in depth in the middle. In this study, PPGs have only been measured over the 1 mm deep channel. One insert defines a rigid flow channel, and the other insert contains two 29.7 mm by 45.8 mm silicone membranes to realize a flexible flow channel [Fig. \( 5(a) \)]. Below the membranes, this insert contains air filled chambers, which are connected to ambient air via a channel in the base. Either a transparent or a Delrin® (polyoxymethylene, POM) window of 1 mm high is mounted on top of the base and the insert to close off the flow channel. The window is fixed via a stainless steel ring, as shown in Fig. \( 5(b) \).

Because the pulsatility in the PPG originates from the dermis, the flow channel has been closed off by a 1 mm high POM skin phantom.\(^\text{[2]}\) A diffuse scattering POM window has been used as a skin phantom, because the optical properties of POM are similar to skin.\(^\text{[2]}\) The POM window models the optical shunt caused by light that does not propagate through pulsating blood, as illustrated by the topmost dashed arrow in Fig. \( 5(b) \). A transparent window has been used to determine the contribution of the optical shunt through the POM skin phantom to the modeled PPG.

Because the topmost layers of the skin contain a dense network of capillaries and microvessels, blood flow has been

Fig. 4 Cross-sectional view of the flow cell containing the insert with silicone membranes (not to scale). The dashed arrows indicate different light paths that contribute to the PPG photodiode signal. The solid arrows indicate motion of the membranes to mimic changing blood volume and motion of the laser diode to generate artifacts.
modeled by a thin layer of flow. By using the insert with the silicone membranes, a flexible flow channel is obtained that enables mimicking blood volume changes. A pulsatile flow will cause the flexible membranes to bend downward upon increases in pressure in the channel, thus locally increasing the volume of the flow channel, as indicated in Fig. 4. The insert with the rigid flow channel has been used to verify that the volume increase indeed is the origin of the pulse in the modeled PPG.

Finally, milk has been used to mimic blood, because both milk and blood contain light scattering particles which are comparable in size In blood, erythrocytes scatter light, which have a typical diameter of 8 μm In milk, fat globules scatter light, which have a diameter between 1 μm and 10 μm with an average of 4 μm Furthermore, it is known that also in reflective measurements the PPG mainly results from increases in light attenuation; any increase in directly backscattered light as a result of increased blood volume is usually negligible compared to the increased absorption of light returning from deeper tissue, for source-detector distances of approximately 1 cm Therefore, because milk hardly absorbs at 850 nm, a small amount of a water-soluble black dye has been added as an absorber.

2.2.2 Measurement setup

The setup in Fig. is used to measure PPGs and generate optical motion artifacts. An 850 nm vertical-cavity surface-emitting laser diode (VCSEL) with an internal monitor diode is used to illuminate the flow cell. A roller pump with three rollers generates a pulsatile milk flow, which results in a varying milk volume in the flow cell. The photodiode on top of the flow cell’s window measures a PPG when the laser diode illuminates the flow cell. The distance between the laser spot on the flow cell’s window and the center of the photodiode is approximately 1 cm. The laser diode is attached to a linear stage, which is driven by a shaker. In this way, the shaker can translate the laser diode to generate motion artifacts in the PPG as a result of a dynamically changing emitter-detector distance. Artifacts result because the change in emitter-detector distance alters the optical shunt through the POM window and changes the depth at which the light probes the perfusion phantom (Fig. In practice, these effects result from sensor deformation or when the whole PPG sensor translates over inhomogeneous tissue.

Sufficiently strong optical feedback is required to measure displacement of the laser diode using SMI. Therefore, the laser beam is focused on the flow cell’s window via the ball lens that has been integrated in the laser diode package. A close-up of the laser diode package with integrated ball lens is shown bottom right in Fig. This compact component has been used to be able to readily integrate it in a real sensor later on. The distance between the ball lens and the window is approximately 2 mm, resulting in a distance L 4 mm between the laser diode and the window. The angle between the laser beam and the flow cell’s surface normal is 30-deg. To verify the SMI displacement measurement, a reference displacement measurement is obtained by a laser Doppler vibrometer (LDV) (Polytec, Waldbronn, Germany). Here the OFV-3001 Vibrometer Controller has been used combined with the OFV-512 Fiber Interferometer. The LDV directly measures the translation of the linear stage (Fig. By limiting the displacement of the linear stage to 1280 μm, the LDV has a resolution of 0.32 μm.

A laser driver controls the injection current of the laser diode. An optical output power of 0.5 mW is obtained at a DC current of 1.63 mA. The DC level of the laser’s monitor diode is visually inspected to confirm that the laser’s optical output power does not change during the measurements. A 40-kHz AC current with an amplitude of 158 μA is superimposed to obtain the desired ϕ that minimizes the Doppler signals in the baseband, as described in Sec. The laser driver generates the 40-kHz AC current from a 40-kHz AC voltage that is provided by a function generator (33250A 80 MHz Function/Arbitrary Waveform Generator, Agilent Technologies, Inc., Santa Clara, California). For the 850 nm VCSEL that is used, the lasing wavelength dependency on the injection current is specified to be 0.4 nm/mA. The modulation induced wavelength change thus is approximately 63 pm, resulting in Δλ/λ0 7 10−3, which is comparable
to the required wavelength modulation stated at the end of Sec. 2.1.1 given the inaccuracies and temperature dependencies of the laser diode parameters.

The PPG photodiode and monitor diode currents are amplified by transimpedance amplifiers to obtain the voltages $v_{PD}(t)$ and $v_{MD}(t)$, respectively. The PPG photodiode and monitor diode voltages, and the LDV signal are band limited at 100 kHz and recorded at 200 kHz by a 16 bit digital data acquisition card (DAQ) (NI USB-6259, National Instruments, Austin, Texas). A LabVIEW® (National Instruments, Austin, Texas) program controls the DAQ. The LabVIEW® program also generates the signal that is sent out by the DAQ and amplified to control the shaker. PPGs are obtained by band limiting $v_{PD}(t)$ at 30 Hz. Finally, a 10-MHz input clock-signal for the function generator is derived from the DAQ’s 20-MHz clock signal, to make sure that only one clock is used in the measurement system.

### 2.3 PPG Motion Artifact Reduction

An NLMS algorithm reduces the optical motion artifacts in the corrupted PPG by using the laser’s displacement as an artifact reference. To obtain insight in the performance of the NLMS algorithm, the distorted PPG is first coarsely modeled using the Beer-Lambert law to determine how it is affected by changes in channel volume and emitter-detector distance.

#### 2.3.1 Modeling the PPG

Figure 1 illustrates the contribution of different light paths to the signal that is detected by the PPG photodiode. As indicated from top to bottom by the four dashed arrows in Fig. 1, laser light that reaches the PPG photodiode has either propagated through the window directly, through the window and the milk, through the window, the milk and the membrane, or it has been backscattered by the base of the flow cell. The detected light intensity can be modeled coarsely by making use of the Beer-Lambert law, which is commonly employed in pulse oximetry:

$$P_d(t) \approx P_0 \{ \exp \{-\alpha_w \mathrm{d}L_{ed}(t)\} 
+ \exp \{-2\alpha_w \mathrm{d}V_m - \alpha_{wb} \mathrm{d}L_{ed}(t), V_m(t)\} 
+ \exp \{-2\alpha_{wb} \mathrm{d}V_m - 2\alpha_{ml} \mathrm{d}L_{ed}(t), V_m(t)\} 
- \alpha_{lb} \mathrm{d}L_{ed}(t), V_m(t)\} 
+ \exp \{-2\alpha_{wb} \mathrm{d}V_m - 2\alpha_{ml} \mathrm{d}L_{ed}(t), V_m(t)\} 
- 2\alpha_{lb} \mathrm{d}L_{ed}(t), V_m(t)\} - \alpha_{lb} \mathrm{d}L_{ed}(t), V_m(t)\} \}. \quad (26)$$

in which $P_0$ [W] and $P_d(t)$ [W] are the emitted and detected light power, respectively, $\alpha$ $[\mathrm{m}^{-1}]$ is the extinction coefficient, $L$ [m] is the optical path length, $L_{ed}(t)$ [m] is the emitter-detector distance, $V_m(t)$ [m³] is the milk volume in the channel, and subscripts $w$, $wb$, $m$, $ml$, $s$, $sb$, and $b$ stand for window, from window to milk, milk, from milk to silicone, silicone, from silicone to base, and base, respectively. The first exponent in Eq. (26) describes the optical shunt through the window. The optical path through the window is a function of emitter-detector distance. The second exponent describes light that has propagated through the window and the milk. The factor two in the first term of the exponent indicates that the light has traveled through the window twice. The optical path length through the milk is a function of emitter-detector distance and milk volume in the channel. Both an increase in emitter-detector distance and an increase in milk volume extend the path through the milk.

The third exponent describes light that has traveled back to the photodiode via the silicone membrane. In this component, the optical paths via the milk to the silicone and in the silicone are a function of emitter-detector distance and milk volume. An increase in milk volume will increase the optical path through the milk, but emitter-detector distance will only influence the path via the milk to the membrane when an increased milk volume causes the channel height to be nonuniform. The path length through the silicone is a function of emitter-detector distance, because this distance influences the path length that photons have to travel through the membrane to be able to reach the photodiode. Because the membrane’s shape depends on milk volume, the path through the silicone is a function of milk volume too. The fourth exponent describes light that has been backscattered by the base of the flow cell. The third term in this exponent describes light propagating through the silicone. This light path depends on milk volume, because an increase in milk volume deforms the silicone. Furthermore, the path through the silicone depends on emitter-detector distance only if the membrane has been deformed by the milk volume such that it has a nonuniform thickness. The last term in this exponent describes the optical path that the light travels through the base of the flow cell before it is backscattered towards the photodiode. The distance that detected photons have traveled through the base also depends on the emitter-detector distance.

To obtain more insight in the direct relationship between laser motion and the detected optical signal, one can determine a Taylor approximation of Eq. (26). The approximation around the stationary condition in which both milk volume and emitter-detector distance are constant, equals:

$$P_d(t) \approx P_0 \left[ c_0 - c_1 \Delta V_m(t) - c_2 \Delta L_{ed}(t) - c_3 \Delta L_{ed}(t) \Delta V_m(t) \right], \quad (27)$$

in which $c_0$, $c_1$, $c_2$, $c_3$ are proportionality constants, $\Delta V_m(t)$ [$\mathrm{m}^3$] is a small time-varying variation in milk volume in the channel, and $\Delta L_{ed}(t)$ [$\mathrm{m}$] is a small time-varying deviation of the emitter-detector distance caused by the shaker action. This approximation shows that the laser’s motion mainly distorts the PPG, $-c_1 \Delta V_m(t) P_0$, by an additive artifact $-c_2 \Delta L_{ed}(t) P_0$ directly proportional to the variation in emitter-detector distance, and by a multiplicative artifact $-c_3 \Delta L_{ed}(t) \Delta V_m(t) P_0$.

#### 2.3.2 NLMS algorithm

Based on the Taylor approximation in Eq. (27), which describes the influence of laser motion on the PPG, an NLMS algorithm is used in a first attempt to reduce the motion artifacts in the PPG. If the NLMS algorithm succeeds in reducing the motion artifacts by using the laser displacement as an artifact reference, this also proves correlation between the displacement measurement and the artifacts.

The implemented NLMS algorithm, as illustrated in Fig. 3, subtracts the reconstructed motion artifact $h_0[k] \Delta L_{ed}(k)$ from the zero-mean photodiode signal $V_{PPG}(k)$ in order to recover $ppg[k]$, i.e., the PPG. Here $k$ is a discrete time index, $h_0[k]$ is the adaptive filter coefficient, and $\Delta L_{ed}(k)$ is the laser displacement scaled by its RMS value. The RMS value is determined over the entire length of the recording. The same 0.3-Hz HPF that is applied to the SMI displacement measurement (Fig. 3) is used to remove...
the mean from the photodiode signal. All inputs to the NLMS algorithm have been downsampled to 250 Hz. The optimal FIR structure that removes motion artifact is reconstructed using the zero-mean laser displacement \( \Delta l_{ma} \) and a filter with one coefficient \( h_0 \). The displacement is normalized by its RMS value to obtain \( \hat{\Delta} l_{ma} \).

Demodulation of the monitor diode signal as described by Eqs. (30) and (31) yields the baseband Doppler signals \( v_0(t) \) and \( v_1(t) \) as shown by the dashed and solid curves in Fig. 8, respectively. The carriers required for demodulation are reconstructed in MATLAB (MathWorks, Natick, Massachusetts), by determining the phase \( \phi_m \) that yields maximum correlation between a 40-kHz sine and the monitor diode signal. The resulting phase \( \phi_m \) is subsequently used to construct a locked 80-kHz cosine [Eq. (10)]. Finally, a 15-kHz LPF and a 10-Hz HPF are applied to bandlimit the demodulated Doppler signals \( \omega_{s_{max}} \) and \( \omega_{s_{min}} \) in Fig. 8, respectively. Therefore, from Eq. (1) it follows that this system can track velocities between 8.5 \( \mu \)m/s and 12.75 mm/s, which is expected to be sufficient for the intended application. The segment in Fig. 8 shows a change in the laser’s direction of motion: at first the Doppler frequency decreases, and when it starts increasing again, the order of the signals’ local extremes has changed, which indicates the change in direction. The normalized Doppler signals \( y(t) \) and \( x(t) \) as obtained via the Hilbert transform [Eqs. (13) and (14)] are shown by the dashed and solid curves in Fig. 8 (this is a different segment than shown in Fig. 8). Overall, effective normalization is obtained via the Hilbert transform.

### 3.1.2 Speckle effects

Speckles cause a strong variation of the amplitude of the Doppler signals, as illustrated in Fig. 8, here the local minima result from destructive speckle interference. Furthermore, when destructive speckle interference strongly reduces the amplitude of the Doppler signals, proper normalization is no longer possible; this occurs during the moments indicated by arrows 1 and 2 in Fig. 8. In addition, speckle interference can cause jumps of \( \pi \) rad in the phase of the Doppler signals, as indicated by arrows 3 and 4 in Fig. 8.

To quantify the effect of speckle on the SNR of the Doppler signals, a conservative estimate of the SNR of the baseband Doppler signals has been determined as follows. The magnitude second harmonic at 80 kHz. In each of these three frequency bands, weak second harmonics of the Doppler frequencies themselves can be observed, indicating weak optical feedback and an interference pattern which is not perfectly sinusoidal.

![Monitor Signal's Spectrogram](image)

Fig. 7 Spectrogram of monitor signal \( v_{mon}(t) \). Doppler signals as a result of laser motion can be observed in the baseband, around the modulation frequency at 40 kHz, and around the second harmonic at 80 kHz.
of the Hilbert transform of the baseband Doppler signals \( v_y(t) \) and \( v_x(t) \) is used to determine the instantaneous amplitude of the signals containing noise, \( S_y(t) \) and \( S_x(t) \), respectively. Background noise signals \( n_y(t) \) and \( n_x(t) \) in the signal bands around 40 kHz and 80 kHz, respectively, have been determined by applying the demodulation scheme in Fig. 8 to the monitor diode signal that was measured when the laser diode did not experience any optical feedback. This condition was obtained by placing black foam approximately 4 cm in front of the ball lens. The conservative SNR estimates have been obtained by dividing the signal strengths by three times the RMS value of the background noise, i.e., \( \text{SNR}_{y} = S_y(t) / (3 \cdot \text{RMS}[n_y(t)]) \) and \( \text{SNR}_{x} = S_x(t) / (3 \cdot \text{RMS}[n_x(t)]) \). Both baseband Doppler signals have comparable SNRs: \( \text{SNR}_{y} = 23.9 \) dB on average in a range from \(-53.6 \) dB to \( 38.2 \) dB, and \( \text{SNR}_{x} = 23.0 \) dB on average in a range from \(-45.6 \) dB to \( 38.3 \) dB. \( \text{SNR} < 1 \) of either of the baseband Doppler signals occurs only during approximately 1% of the recording.

### 3.1.3 Accuracy

The heavy solid curve in Fig. 9 shows the displacement \( \Delta L_{\text{SMI}}(t) \) obtained via Eq. (17) with \( \theta = 60\text{ deg} \), and scaled by \( \gamma = 1.06 \). As described in Sec. 3.2.1, the displacement measured via SMI can contain a constant scaling error. This scaling error has been accounted for by the factor \( \gamma \). The scaling error has been estimated by determining the scaling factor \( \gamma \) that minimizes the mean squared error between \( \gamma \Delta L_{\text{SMI}}(t) \) and \( \Delta L_{\text{LDV}}(t) \). This error is minimized by taking the value \( \gamma = 1.06 \). Furthermore, Fig. 10 shows the LDV reference \( \Delta L_{\text{LDV}}(t) \) (dashed curve), and the difference \( \Delta L_{\text{err}}(t) = \gamma \Delta L_{\text{SMI}}(t) - \Delta L_{\text{LDV}}(t) \) (thin solid curve). The difference has been shown explicitly, because the SMI and LDV displacement measurements are almost identical. Baseline drift is removed from the displacement measurement by applying a 0.3-Hz HPF (\( \omega_{0m} \) in Fig. 3). The remaining error \( \Delta L_{\text{err}}(t) \) equals 0.09 \( \pm \) 0.6 \( \mu \)m (mean \( \pm \) RMS).

### 3.2 Measuring In Vitro PPGs

*In vitro* PPGs have been measured in three different ways: by using milk in the insert with the rigid channel (case 1), by using milk in the insert with the silicone membranes (case 2), and by using milk with a water-soluble black dye in the insert with the silicone membranes (case 3). In all cases the roller-pump was used at 20 RPM to generate a pulsatile flow, thus simulating a pulse rate of 60 BPM. Cases 1 and 2 were used to verify that the dominant contribution to the PPG amplitude. The measured PPGs are shown by the solid curves in Fig. 10. Furthermore, via SMI the deflection of the POM window was measured, as shown by the dashed curves in Fig. 10. Here, the angle \( \theta \) between the laser beam and the direction of motion equals 30 deg., and an offset has been added to the displacement such that its minimum is 0 \( \mu \)m.

In case 1, a PPG is measured with a 5.5 mV peak-to-peak amplitude, and the POM window moves upward by approximately 55 \( \mu \)m [Fig. 10(a)]. In case 2, a PPG is measured with a 13 mV peak-to-peak amplitude, the DC level increases by approximately 100 mV compared to case 1, and the window moves upward by only 23 \( \mu \)m [Fig. 10(b)]. Moreover, in cases 1 and 2 the PPG is in phase with the window deflection. In case 3 however, the PPG is in antiphase with the window, which is also caused by speckle interference. This is a different segment than shown in Fig. 8.
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result of additional attenuation [Eq. (26)]. Moreover, in combination with milk, the POM window introduces an optical shunt, because the PPG’s amplitude decreases by a larger factor than its DC level does [Eq. (26)].

### 3.3 Motion Artifact Reduction

Figure 12 illustrates the reduction of optical motion artifacts using NLMS with the SMI displacement measurement as an artifact reference (Fig. 6). Artifacts as a result of laser motion have been generated by steering the shaker with a 0.5 to 10 Hz band-pass filtered white noise sequence. All PPGs have been measured using milk containing a water-soluble black dye, the insert with the silicone membranes, and a POM window. All inputs to the NLMS algorithm have zero mean. Zero-mean PPGs have been obtained by applying the same 0.3-Hz HPF as is applied to the SMI displacement measurement ($\omega_{bl}$ in Fig. 3). The NLMS algorithm has been trained using step-size parameter $\mu = 0.01$ and filter order $N_f = 1$. Because displacement of the laser diode is measured directly, no mechanical transfer function is expected between the laser displacement and the resulting optical effect. Displacement of the laser diode furthermore directly affects the optical path through the flow cell, no hysteresis and memory effects are expected. Therefore, a good estimate of the optical artifacts is obtained by adaptively scaling the laser displacement by a single filter coefficient.

First, the reduction of pure optical motion artifacts is considered. Pure artifacts are obtained by translating the laser diode, but keeping the milk volume in the channel constant (roller pump switched off). The reduction of a pure artifact is illustrated by

![Graphs showing reduction of pure motion artifacts and laser displacement](image-url)
the three PPGs shown in Fig. 12(a). The thin curve shows the pure optical motion artifact and the heavy curve shows the result of NLMS motion artifact reduction. The dashed curve shows the reference PPG, as measured while the laser diode was stationary, and which is the background noise in the PPG photodiode signal. An artifact reduction of $Q = -17.5$ dB is achieved. Figure 12(c) shows the laser displacement that results in the pure optical motion artifact in Fig. 12(a). The heavy solid and dashed curves in Fig. 12(c) show the SMI and LDV result, respectively; the thin curve is their difference, which has been shown explicitly because the SMI and LDV result are almost identical.

Second, the reduction of an optical motion artifact corrupting a PPG is considered. Corrupted PPGs are obtained by translating the laser diode, while the roller pump generates a pulsatile flow at 20 RPM. The reduction of a motion artifact corrupting a PPG is illustrated by the three PPGs in Fig. 12(b). The thin curve shows the corrupted PPG and the heavy curve shows the result of NLMS motion artifact reduction. The dashed curve shows the reference PPG, as measured by illuminating the pulsating milk volume by a stationary laser. The reference and motion corrupted PPGs have been synchronized by determining the lag at which the maximum correlation between these signals occurs. The artifact reduction has now decreased to $Q = -9.9$ dB. Figure 12(b) shows the laser displacement that causes the corrupted PPG in Fig. 12(b). The heavy solid and dashed curves in Fig. 12(b) show the SMI and LDV result, respectively; the thin curve is their difference, which has been shown explicitly because the SMI and LDV result are almost identical.

Finally, Fig. 13 illustrates the fast convergence of the NLMS algorithm: filter weight $h_0[k]$ (dashed curve) and the output power $e_o^2[k]$ (solid curve) converge within 0.5 s. Furthermore, $h_0[k]$ fluctuates little when reducing pure artifacts [Fig. 13(b)], whereas it fluctuates strongly when reducing artifacts in a corrupted PPG [Fig. 13(a)].

4 Discussion

4.1 Measuring Displacement

Comparing the displacement measured via SMI to the LDV reference shows that both displacement measurements are equal in shape (Fig. 11). Moreover, motion towards the LDV gives a positive sign, which confirms that motion towards the laser beam of the VCSEL indeed results in a positive displacement measured via SMI, as indicated by Eqs. (1) and (7).

The precision of the SMI displacement measurement can predominantly be ascribed to speckle interference. As shown in Fig. 10, destructive speckle interference repeatedly causes the Doppler signals’ amplitude to fade. As a result of destructive speckle interference, normalization of the Doppler signals is ineffective and interference fringes are missed on a structural basis, as indicated by arrows 1 and 2 in Fig. 10. Furthermore, speckle interference leads to jumps of $\pi$ rad in the phase of the Doppler signals, as indicated by arrows 3 and 4 in Fig. 10 or other irregularities in the phase of the Doppler signals. These effects of speckle interference lead to structural inaccuracies in the displacement measurement, which results in a baseline drift in the displacement measurement. The slope of the drift depends on the number of speckle interference events per unit of time, and thus on the surface roughness and the speed of motion. Baseline drift occurs in this recording, even though SNR $< 1$ of either of the baseband Doppler signals occurs only during approximately 1% of the recording time. However, the baseline drift is effectively removed by the 0.3-Hz HPF ($\omega_0$ in Fig. 3).

Furthermore, as indicated by $\gamma$, the constant scaling error is 6%, which can be explained by an error of approximately 1-deg. in the angle between the laser beam and the direction of motion. However, it is likely that the inaccuracy in the angle $\theta$ is smaller than 1-deg., and that $\gamma$ corrects for the inaccuracy in wavelength $\lambda_0$ as well. In addition, it is expected that the effects of speckle interference also lead to a structural error in the amplitude of the displacement measurement, for which $\gamma$ partly corrects too.

The error in the final displacement measurement is on the order of $10^{-6}$ m (Fig. 11). A precision of $10^{-6}$ m is sufficient, since sensor motion is expected to be on the order of $10^{-4} - 10^{-3}$ m. Therefore, this measurement shows that translation of the laser over a diffuse scattering POM window can be reconstructed with sufficient accuracy using SMI by applying the theory outlined in Sec. 3.

In vivo experiments are required to determine the influence of speckle on the Doppler signals when measuring on real skin. Moreover, during in vivo experiments the laser diode will move more irregularly with respect to the skin, during which the distance $L_o$ between the laser diode and the skin will vary over time as well. The variation of this distance can also adversely affect the amplitude of the Doppler signals [Eqs. (8) and (10)]. Furthermore, in this case the displacement can no longer be measured in absolute units, because a three-dimensional motion is projected onto a single axis.

![Fig. 13 Convergence of the NLMS algorithm. The dashed and solid curves show the convergence of the filter weight $h_0[k]$ and the output power $e_o^2[k]$, respectively. (a) Convergence for pure artifacts. (b) Convergence for artifacts corrupting a PPG.](image-url)
4.2 Measuring In Vitro PPGs

Although the channel is rigid, the weak PPG measured in case 1 [solid curve in Fig. 11(a)] is still a result of the increase in milk volume in the channel. Milk volume increases in this channel because of upward deflection of the window, thus increasing the amount of backscattered light that reaches the detector.

When comparing case 2 to case 1, the PPG waveform is more smooth and its amplitude increases by a factor of 2.4, while the window deflection decreases by a factor of 2.4 [Fig. 11(b)]. The upward motion of the window decreases, because the increased channel compliance decreases the pressure in the channel. Furthermore, the silicone membranes cause the periodic increases in channel volume to be larger compared to the rigid channel. And as in case 1, the PPG is in phase with the window deflection. Therefore, it is concluded that the increased PPG amplitude has to be attributed to the stronger backscattering as a result of the larger increase in milk volume in the flexible channel. Furthermore, in this case the PPG’s DC level has increased by approximately 100 mV, because light reaches the detector that has tunneled through the silicone membrane and possibly has been reflected back from the base, as indicated by the third and fourth term in Eq. (25). These light paths contribute to the increased PPG amplitude as well. However, because the PPG amplitude is mostly a result of increased backscattering in the milk, the most direct paths via the milk volume will provide the largest contribution to the PPG pulse.

When using milk as a blood phantom, the PPG amplitude is in phase with the deflection of the window, i.e., an increase in milk volume leads to an increase in the PPG. This is opposite to most in vivo reflectance PPGs, which show a decrease upon an increase in blood volume, as a result of increased absorption.

In case 3, a PPG is measured of which the amplitude is in anti-phase with window deflection [Fig. 11(c)], i.e., as a result of the added absorption, an increase in milk volume now does lead to a decrease in the PPG. Furthermore, the resulting PPG has a relative amplitude of 4%, which is comparable to the relative amplitude of in vivo PPGs.

Therefore, it is concluded that in case 3 an in vitro PPG representative of in vivo PPGs is obtained by adding a water-soluble black dye to the milk. Lastly, deflection of the window observed in vitro is considered a relevant effect, because skin pulsates in vivo as a result of pulsations of the arterial blood.

In the perfusion phantom, a small laser displacement of 100 to 200 μm results in optical motion artifacts with a magnitude comparable to the PPG magnitude [Fig. 22(b)]. However, the skin perfusion phantom only models the basic optical effects qualitatively. It is for instance not known whether the optical shunt through the POM window has a realistic contribution to the measured PPG. Therefore, no conclusion can be drawn from the in vitro model regarding the magnitude of motion artifacts expected in vivo as a result of relative sensor motion.

Finally, the measurements with pure milk illustrate the limitations of the Beer-Lambert model for strongly scattering media. Increases in detected light intensity caused by increases in milk volume result from an increased light scattering [Fig. 11(a) and 11(b)]. This effect cannot be described by the Beer-Lambert law, which only takes into account light absorption. Therefore, it should be noted that the model proposed in Sec. 2.3 can only be interpreted as an approximate description of the detected light intensity.

4.3 Motion Artifact Reduction

Figure 22(a) and 22(b) shows that the optical motion artifacts are in phase with the laser displacement, i.e., when the laser moves towards the PPG photodiode (positive displacement), the measured light intensity increases. This is in correspondence with the Taylor approximation of the PPG signal in Eq. (22): a decrease in emitter-detector distance increases the light intensity received. Figure 22(a) and 22(b) further show a significant reduction of optical motion artifacts via an NLMS algorithm that adaptively scales the laser displacement to estimate the artifacts. This indicates a strong correlation between the laser displacement and the artifacts, thus confirming our hypothesis in vitro.

The fast convergence in Fig. 22(c) indicates feasibility of a real-time implementation.

Figure 22(a) and 22(b) also illustrates that the proposed algorithm does not fully suppress the motion artifacts. This is a result of fast fluctuating artifacts which are beyond the adaptation speed of the algorithm. Increasing step-size parameter μ would increase the adaptation speed, but this cannot be done to assure stability. Furthermore, the pure motion artifact in Fig. 22(a) shows fast fluctuations which are not present in the displacement in Fig. 22(c) e.g., at 0.3 s. These fast fluctuations are a result of small inhomogeneities in the skin perfusion phantom and are multiplicative effects on the pure displacement artifact. Because visual inspection of the monitor diode’s DC level shows that the laser’s optical output power remains constant during motion, it can be concluded that these fast fluctuations are not the result of fluctuations in the optical power. Also these multiplicative artifacts as a result of inhomogeneities have not been estimated accurately, because they are beyond the adaptation speed of the algorithm. In addition, the NLMS algorithm may have to correct for the inaccuracies in the SMI displacement measurement as a result of speckle. This would be done by adjusting h₀[k], which slows down the process of estimating the motion artifacts. Moreover, Fig. 22(c) and 22(d) shows that artifacts in a corrupted PPG are suppressed to a smaller extent compared to pure artifacts. In part, this is caused by the influence of the PPG in eᵢₚ[k] on the adaptation of h₀[k], as shown in Fig. 22(e).

In case of the corrupted PPG, h₀[k] fluctuates strongly over time, as a result of the fact that eᵢₚ[k] also contains the PPG and the cross-correlation in the weight update rule [Eq. (22)]. Additionally, the reduction in performance is attributed to the fact that the deflection of the window is measured via SMI, as shown by ∆Lₑₚ(t) [thin curve in Fig. 22(d)], which is correlated to the PPG. Because the NLMS algorithm is a correlation canceler, the window deflection component in the SMI measurement can affect the PPG.

In vivo measurements are necessary to determine the true potential of the proposed method. In this case, SMI with one laser diode will provide a one-dimensional reference of three-dimensional sensor-tissue motion. The usefulness of such a reference is to be determined. Furthermore, more complex motion artifacts will be observed in the PPGs, which presumably result from optical coupling effects, sloshing of blood and deformation of the skin. In vivo results will demonstrate whether sensor-tissue motion measured via SMI correlates to other artifacts than optical artifacts as well. Lastly, it is likely that pulsations of the skin at the pulse rate will be measured via SMI, which can affect the PPG when removing motion artifacts based on correlation cancellation. Furthermore, as the laser light will be focused onto the skin, it is expected that the contribution of laser light directly backscattered by the pulsating skin will
dominate the contribution of laser light backscattered by the randomly moving red blood cells in the dermis. Therefore, it is expected that the components in the relative motion signal which directly result from moving red blood cells are negligible.

5 Conclusions
It has been hypothesized that optical motion artifacts in a PPG as a result of sensor motion or deformation correlate with movement of the emitter with respect to the skin. This hypothesis has been proven true in a laboratory setup. In vitro PPGs have been measured in a skin perfusion phantom that is illuminated by a laser diode. Optical motion artifacts are generated in the PPG by translating the laser diode with respect to the PPG photodiode. It has been shown that a significant reduction of the optical motion artifacts can be achieved in vitro using an NLMS algorithm with only a single coefficient, that uses the laser’s displacement as a reference for the motion artifacts. Furthermore, it has been shown that laser displacement can be measured accurately via SMI by a compact laser diode with a ball lens integrated into the package, which can be easily integrated into a commercial sensor. Promising results have been obtained using the in vitro setup. In vivo measurements now have to be performed to determine the true potential of the use of sensor displacement as a means to reduce motion artifacts in PPGs.
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