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Abstract. Intravascular optical coherence tomography (IV-OCT) is a catheter-based high-resolution imaging technique able to visualize the inner wall of the coronary arteries and implanted devices in vivo with an axial resolution below 20 μm. IV-OCT is being used in several clinical trials aiming to quantify the vessel response to stent implantation over time. However, stent analysis is currently performed manually and corresponding images taken at different time points are matched through a very labor-intensive and subjective procedure. We present an automated method for the spatial registration of IV-OCT datasets. Stent struts are segmented through consecutive images and three-dimensional models of the stents are created for both datasets to be registered. The two models are initially roughly registered through an automatic initialization procedure and an iterative closest point algorithm is subsequently applied for a more precise registration. To correct for nonuniform rotational distortions (NURDs) and other potential acquisition artifacts, the registration is consecutively refined on a local level. The algorithm was first validated by using an in vitro experimental setup based on a polyvinyl-alcohol gel tubular phantom. Subsequently, an in vivo validation was obtained by exploiting stable vessel landmarks. The mean registration error in vitro was quantified to be 0.14 mm in the longitudinal axis and 7.3-deg mean rotation error. In vivo validation resulted in 0.23 mm in the longitudinal axis and 10.1-deg rotation error. These results indicate that the proposed methodology can be used for automatic registration of in vivo IV-OCT datasets. Such a tool will be indispensable for larger studies on vessel healing pathophysiology and reaction to stent implantation. As such, it will be valuable in testing the performance of new generations of intracoronary devices and new therapeutic drugs.
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Intravascular optical coherence tomography (IV-OCT) is an imaging technique able to visualize the microstructure of blood vessels with an axial resolution below 20 μm. Due to its very high spatial resolution, it enables detailed in vivo assessment of individual stent strut coverage and apposition, making it possible to differentiate between late persistent stent malapposition and late acquired stent malapposition when comparing baseline (BL) and follow-up (FU) IV-OCT examinations. In addition, many deleterious effects of stent implantation on the vessel wall, such as dissections, tissue inflammation, neatherosclerosis, thrombus deposition, and different levels and patterns of restenosis can be visualized in detail. The accuracy and reproducibility of IV-OCT have been proven by many preclinical and clinical studies.

Currently, several major clinical trials are addressing the vessel response to DES implantation by comparing IV-OCT datasets at different time points after stent implantation. Ideally, this procedure should consist of matching data on an image level at specific vessel regions over time, enabling to unravel the mechanisms leading to clinical adverse events. However, image analysis is currently performed manually on corresponding images from different IV-OCT acquisitions during FU. Matching these images is very labor intensive, complex, and...
subject to considerable intra- and inter-observer variability. In fact, due to the presence of possible vessel remodeling as a consequence of stent implantation, a manual procedure may well be highly inaccurate.

The aim of this study was to develop and validate a new methodology for the automatic registration of IV-OCT datasets. Herein, we propose a landmark-based rigid registration method exploiting the metallic stent framework as a feature.

2 Methodology: Registration Algorithm

The proposed methodology consists of four different steps: (1) IV-OCT consecutive slices are analyzed and stent struts are automatically segmented, (2) a three-dimensional model of the stent is created, (3) the transformation able to register the stent models from two different IV-OCT acquisitions is computed, and (4) cross-sectional images are matched.

Throughout this manuscript, the three-dimensional model used as a reference (i.e., the fixed model) will be referred to as the model, while the one rotating and translating will be called the moving data. The model typically corresponds to the baseline (BL) IV-OCT data (i.e., at the time of the implantation procedure) while the moving data corresponds to a follow-up (FU) acquisition.

A flowchart of the algorithm is shown in Fig. 1.

2.1 Automatic Stent Strut Segmentation

A methodology for the automatic stent strut segmentation for IV-OCT images was recently proposed. Briefly, the strut segmentation algorithm operates in the polar image domain (where optical coherence tomography (OCT) intensity data are displayed in function of the acquisition angle and depth) by analyzing the intensity profile of individual A-scan lines. The first step of the image analysis procedure consists in a classification algorithm able to discriminate between A-lines containing a strut and A-lines containing (only) tissue. Four properties of the A-line intensity profiles are taken into account to reveal the presence of a strut: (1) maximum intensity value, (2) presence of a shadow, (3) relative shadow properties, and (4) the speed at which the signal energy rises and falls as a function of depth. According to these properties, A-lines are classified as strut A-line (SAL) or tissue A-line (TAL).

Finally, by means of the classification output, the luminal surface of stent struts is automatically detected and traced. The segmentation is first obtained through individual SAL processing (one-dimensional, or 1-D, analysis), then multiple A-lines (two-dimensional, or 2-D) are analyzed implying spatial continuity. This approach has been validated and shown to provide accurate detection of stent struts.

The stent segmentation is applied through the use of previously developed a software package that allows the user to check the results visually and manual correction in case of inaccurate detection.

2.2 Three-Dimensional Stent Model

Consecutive analysis of adjacent slices from an IV-OCT dataset with the previously defined algorithm generates a set of points in three-dimensional space representing the stent being visualized. In case a strut is composed by multiple points, only the central one is retained, with the purpose of correctly managing possible artifacts (i.e., catheter eccentricity and sunflower effect).

Helical acquisition is accounted for in this three-dimensional model as follows:

\[
z_{\text{strut}} = z_{\text{plane}} + \frac{\theta_{\text{strut}}}{\text{frame dist}} \quad \text{with } 0 < \theta_{\text{strut}} < 360 \text{ deg.} \quad (1)
\]

where \(\theta_{\text{strut}}\) indicates the acquisition angle of the A-line in the polar image domain containing the strut. \(z_{\text{plane}}\) represents the position along the longitudinal axis and \(\text{frame dist}\) the acquisition distance between two frames, which is known a priori (\(\text{frame dist} = \text{pullback speed/frame rate}\)).

An example of the three-dimensional model (from in vivo data) is given in Fig. 2.

2.3 Rigid Registration

Iterative closest point (ICP) is a well-known algorithm for accurate and computationally efficient registration of three-dimensional shapes that is independent of the shape representation. Typically, the two shapes to be registered are decomposed into point sets and the best alignment is calculated iteratively reducing the distance for each point individually.

According to the ICP theorem, ICP registrational ways converges monotonically to a local minimum: as a result it may not converge to the desired global minimum. To successfully apply ICP, a set of initial registrations able to put the two sets of points in the correct equivalence class of registration is required (i.e., provide a good initial guess of the registration).

---

**Figure 1** Algorithm flowchart from input to output. The algorithm is constituted by four steps: (1) image segmentation; (2) registration procedure and local level decomposition; and (4) image matching. The output consists in two intravascular optical coherence tomography (IV-OCT) datasets matched on an image level.
2.3.1 Initialization

Given that the stents always present a cylindrical shape, initialization of the stent models is obtained in two steps: (1) application of a transformation matrix (translation $O_{CM}$) able to make the center of mass (CM) of the moving data to coincide with the CM of the model and (2) rotation of the moving data around the longitudinal $z$-axis (i.e., pullback direction), over 360 deg, computing the best rotation matrix $R_z(\gamma_1)$ able to put model and moving data in approximate registration.

Specifically, the CM of a set of points is computed through the formula for a discrete system of particles. In this specific case, the same mass $m = 1$ is given to all points. The difference of the positions of the two CMs in the $x$-, $y$-, and $z$-axes represents the translation $O_{CM}$:

$$ O_{CM} = \begin{bmatrix} O_x \\ O_y \\ O_z \end{bmatrix}. \quad (2) $$

To determine $R_z(\gamma_1)$, apply the following procedure:

Let $p_i(x, y, z)$ be a point in the three-dimensional Cartesian space. The Euclidean distance between two points in the same space is defined as:

$$ d(p_1, p_2) = ||p_1 - p_2|| = \sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2 + (z_2 - z_1)^2}. \quad (3) $$

Let $A(a_i)$ be a set of points in the same space constituted by $N$-points $a_i(x, y, z)$. The distance between $p_i$ and $A$ can be defined as:

$$ d(p_i, A) = \min(||p_i - a_i||) \quad \forall \ a_i \in A. \quad (4) $$

Hence, the normalized distance between two sets of points $A(x_i, y_i, z_i)$ and $B(x_j, y_j, z_j)$ can be defined by the following cost function, with $N$ the number of points in $A$:

$$ f_{\text{cost}}(A, B) = \frac{1}{N} \sum_{i=1}^{N} ||d(a_i, B)||^2. \quad (5) $$

To determine $R_z(\gamma_1)$, the moving data are iteratively rotated $\Delta \gamma_1$ deg over the pullback direction $z$ and the value of the cost function [Eq. (5)], is calculated for each rotation. The minimum value of the cost function represents the rotation $R_z(\gamma_1)$ able to put the two shapes in the correct equivalence class of registration for the ICP algorithm:

$$ R_z(\gamma_1) = \begin{bmatrix} \cos \gamma_1 & -\sin \gamma_1 & 0 \\ \sin \gamma_1 & \cos \gamma_1 & 0 \\ 0 & 0 & 1 \end{bmatrix}. \quad (6) $$

To limit the computational time, $\Delta \gamma_1$ was set to 2 deg in this study.

In homogeneous coordinates, the final transformation matrix representing the initialization procedure $T_{\text{init}}$ can be obtained by combining Eq. (2) and Eq. (6) and is expressed as:

$$ T_{\text{init}} = \begin{bmatrix} R_z(\gamma_1) & O_{CM} \\ 0 & 0 & 0 & 1 \end{bmatrix} = \begin{bmatrix} \cos \gamma_1 & -\sin \gamma_1 & 0 & O_x \\ \sin \gamma_1 & \cos \gamma_1 & 0 & O_y \\ 0 & 0 & 1 & O_z \\ 0 & 0 & 0 & 1 \end{bmatrix}. \quad (7) $$

A graphical example of the initialization procedure and the cost function is given in Fig. 3.

2.3.2 Iterative closest point and local registration

The ICP algorithm iteratively revises the three-dimensional rotation and translation of one cloud of points to another to further minimize the distance between the two sets of points. At every iteration, the correspondence between the model and the moving data is computed (closest point) and the rotation and translation able to minimize the distance between them are calculated.

ICP output consists of a three-dimensional translation $O_{\text{ICP}}$ and rotation $R_{\text{ICP}}$ matrix. The total transformation matrix $T_{\text{ICP}}$ following the ICP procedure can be expressed in homogeneous coordinates as:

$$ T_{\text{ICP}} = \begin{bmatrix} R_{\text{ICP}}(\alpha, \beta, \gamma_2) & O_{\text{ICP}} \\ 0 & 0 & 0 & 1 \end{bmatrix}. \quad (8) $$
where $\alpha$, $\beta$, and $\gamma_2$ represent the rotation angles around the $x$-, $y$-, and $z$-axes, respectively. Specific details about the ICP algorithm can be found in its original report.\(^{20}\)

Once the ICP registration procedure ends, the transformation matrix is refined on a local level to allow for the correction of several acquisition artifacts such as NURD.\(^{25}\)

As a compromise between accuracy and computational time, decomposition was made on four levels along the longitudinal axis. Here to, the model and the moving data were decomposed into four smaller models of equal length (e.g., if a stent of 18 mm length is visualized by IV-OCT, the data will be decomposed in four pieces with a length of 4.5 mm each). The registration procedure is then reapplied for every submodel, leading to the final result of the registration algorithm.

The final transformation $T_{\text{local}}$ representing the local refinement could be expressed as follows:

$$
T_{\text{local}} = T_{\text{ICP}} \cdot T_{\text{init}} \quad (9)
$$

As the data are decomposed into four submodels, the procedure ends with four different local transformation matrices $T_{\text{local}}^1$, $T_{\text{local}}^2$, $T_{\text{local}}^3$, and $T_{\text{local}}^4$. For the local level refinement, the initialization rotation angle was limited to $\pm 60$ deg.

### 2.4 Image Matching

Once the complete transformation matrices are obtained, it is possible to match the cross-sectional images belonging to the two IV-OCT datasets.

Indicating with $f_{\text{reg}}^\text{pre}$ the stack of the images to register and with $f_{\text{reg}}^\text{post}$ the stack of the final registered images the full registration procedure can be resumed by:

$$
f_{\text{reg}} = T_{\text{local}} \cdot \left[ T_{\text{ICP}} \cdot (T_{\text{init}}^{\text{pre}}) \right] \quad (10)
$$

where $T_{\text{local}}$ is set equal to $T_{\text{local}}^1$, $T_{\text{local}}^2$, $T_{\text{local}}^3$, or $T_{\text{local}}^4$ according to the local level the specific image to register belongs.

As IV-OCT images are acquired by sampling the vessel being visualized in multiple slices over a predefined distance (Sec. 2.2), the rotations along the $x$-axis and $y$-axis, defined by both the ICP algorithm applications (i.e., global and local registration), were forced to be equal to zero. As such, final image matching was obtained through subsequent three-dimensional translations ($x$, $y$, and $z$) and longitudinal axis rotation ($R_z$).

### 3 Validation

#### 3.1 In vitro Validation: Polyvinyl Alcohol (PVA) Phantom

Validation of the registration algorithm was first obtained through the use of an in vitro model of the coronary arteries. The use of PVA allows for the preparation of solutions that become opaque when processed through an increasing number of freeze/thaw cycles (FTCs). As a consequence, PVA cryogels are optically scattering and attenuating structures suitable for OCT imaging.\(^{23}\) Moreover, the mechanical properties of such phantoms allow for the correct implantation of intracoronary device systems mimicking stent placement in vivo.

The phantom was made of PVA with a molecular weight of 70,000 (Sigma-Aldrich, St. Louis, MO). A 20% PVA/water solution was prepared by heating with temperatures kept below 100 °C. The solution was then placed in a tubular mold and three FTCs ($\sim 20$ °C to 20 °C) of $\sim 12$ h each were applied.

The mold was created from a rectangular block of acrylic plastic ($120 \times 60 \times 60$ mm) by drilling a cylindrical hole with a diameter of 12 mm. In addition, the block was cut longitudinally and axially, in proximity of the extremities, and kept together by eight screws. In this way, a mechanism for an easy extraction of the phantom from the mold, after the FTCs, was created. In addition, the phantom lumen was created inserting and fixing a metallic stick of a diameter of 3 mm in the middle of the mold. Figure 4 shows a picture of the mold and the phantom with relative dimensions.

Next, a bare metal coronary stent (Multi-link, Abbot Vascular, Redwood City, CA) was placed in the phantom lumen through an inflation procedure at 1013 kPa. The length of the stent was 38 mm with a diameter of 3 mm. Finally, four metallic needles (visible by intravascular optical coherence tomography (IV-OCT)) with a diameter of 0.8 mm were punctured across the model at equidistant positions along the stent to create markers for the validation of the registration algorithm.

#### 3.2 In Vitro Validation: Experimental Setup

The PVA phantom was fixed in a box filled with water. Images were acquired bending the phantom in different ways (single and double bending) simulating vessel tortuosity as illustrated in Fig. 5. Moreover, to mimic in vivo image acquisition, the
OCT catheter was used under different degrees of bending: 0, 180, and 360 + 90 deg (Fig. 5).

Indeed, among many other artifacts, IV-OCT data could be affected by a nonuniform rotation distortion: As the IV-OCT catheter transmitting the rotation is not rigid, the rotation velocity of the distal imaging device is not necessarily constant even if driven at a constant speed proximally.22 As the effect of such an artifact could affect the result of the registration procedure, the different bends of the OCT catheter (0, 180, and 360 + 90 deg) were induced to simulate “real-life” image acquisitions.

For every bending angle, two pullbacks were acquired mimicking a BL and a FU study. Between subsequent acquisitions, the imaging catheter was taken out of the phantom lumen and re-inserted to avoid bias. All combinations of phantom and catheter bending were used resulting in 12 IV-OCT datasets.

Validation of the algorithm was first obtained by applying the registration procedure to the in vitro datasets: The first acquisition with a catheter bending of 0 deg was registered with following acquisitions obtained at 0-deg as well as the 180-deg and 360-deg +90-deg datasets. The same procedure was repeated for the acquisitions at 180 deg and 360 deg +90 deg. Finally, the procedure was reapplied for different bending of the phantom simulating vessel tortuosity (single and double).

3.3 In-Vivo Validation

Subsequent to the in vitro validation, the accuracy of the registration in vivo was tested.

In vivo data were acquired in the catheterization laboratories of the University Hospitals Leuven, Belgium, in the context of a randomized clinical trial (STACCATO, NTC01065519) that includes IV-OCT data both at the time of the initial stent implantation (BL data) and at nine-month FU. Two kinds of DES were used in the study: Xience V (everolimus eluting stent, Abbott Vascular, Redwood City, CA) and Biomatrix (biolimus A9 eluting stent, Biosensors, Morges, Switzerland). The same IV-OCT system and system settings were used for the in vitro acquisitions. All patients gave informed consent prior to the inclusion in the study and acquisition of the data.

Validation of the registration algorithm in vivo was obtained in a similar way as for in vitro acquisitions. The registration algorithm was applied to data from six human patients.
Fig. 6 Images from the PVA phantom showing examples of the quantification (in vitro) of the rotation error along the longitudinal axis. (a) The BL pullback in proximity of a marker. (b) The image automatically matched from the corresponding pullback obtained under a different degree of catheter bending. Registration error \( \epsilon(R_z) \) is computed as the difference between the angles \( \alpha_1 \) and \( \alpha_2 \).

Fig. 7 Example of in vivo validation. The quantification of the rotation error when a side-branch is used as marker is illustrated. The central point of the lumen (red dot) is manually located and the side-branch aperture delimited by two lines (gray lines). (a) The angle defined by the horizontal line and the line in the middle of the side branch represent image rotation. The registration error is set to be equal to \(|\alpha_1 - \alpha_2|\).

Fig. 8 Example of in vivo validation. The quantification of the rotation error when a calcified plaque (CP) is used as marker is illustrated. The central point of the lumen (red dot) is manually located and the plaque dimension delimited by two lines (gray lines). The angle defined by the horizontal line and the line in the middle of the CP represent image rotation. The registration error is set to be equal to \(|\beta_1 - \beta_2|\).
Landmarks based on image features were manually located through the pullback data and utilized to quantify registration errors. As landmarks, side-branches (SB) and only calcified plaques (CP) were taken into account as they are the most stable vessel features through time. Side-branches and CP partially hidden by the guide-wire shadow were excluded from the analysis.

3.4 Registration Error Quantification

To avoid bias, during the \textit{in vitro} image analysis and registration procedures, a mask was manually placed over the entire markers surfaces to exclude them from the analysis completely.

The \textit{in vitro} registration error for the translation along the longitudinal axis $\varepsilon_T$ was quantified as follows: for every marker, an image was manually selected in both IV-OCT datasets and compared with the corresponding image automatically registered by the algorithm. The translation error $\varepsilon_T$ was set equal to the distance between the images in the longitudinal axis direction.

Subsequently, the \textit{in vitro} registration error for the rotation along the longitudinal axis $\varepsilon_R$ was quantified as the difference between the inclination of the two markers (Fig. 6). Both markers were manually identified. Importantly, the registration of both datasets did not use any information on the marker itself but this information was derived from the stent struts positions.

The median and range of the above absolute values for error measures were computed over all nine registrations.

Quantification of \textit{in vivo} data was obtained in a very similar way as done \textit{in vitro}, with the exception that CP and SB were used as landmarks. Translation error $\varepsilon_T$ was set as the distance along the longitudinal axes between corresponding images and rotation error $\varepsilon_R$ equal to the different angle position of the landmarks in corresponding images (for details see Figs. 7 and 8). Median and range values of the absolute registration errors were computed over all nine registrations.

![Fig. 9 Example of intravascular optical coherence tomography (IV-OCT) system imaging the \textit{in vitro} PVA phantom model. The cross-sectional image was extracted from a pullback imaging the stent segment. Light penetration was limited to approximately $\sim$2 mm and backscattering intensity values resulted to be comparable to the ones obtainable \textit{in vivo}. Struts appearance resulted to be consistent with \textit{in vivo} acquisitions. As such, segmentation algorithm was successfully applied to both \textit{in vivo} and \textit{in vitro} data under the same parameters settings.](https://www.spiedigitallibrary.org/journals/Journal-of-Biomedical-Optics/026005-7/February-2012-Vol.-17(2)

![Fig. 10 \textit{In vitro} results of the registration automated procedure. (a) and (f) are taken from the model pullbacks. (b) and (g) contain the long axis corresponding images before the registration procedure (rotation). (c) and (h) contain the images after full registration. Lateral views correspond to both the model data (d) and (i) and to moving data (e) and (j). The presence and inclination of the marker proves the efficacy and accuracy of the registration algorithm. Model and moving data were acquired under different catheter bending conditions: 0, 180, and 360 + 90 deg, respectively.](https://www.spiedigitallibrary.org/journals/Journal-of-Biomedical-Optics/026005-7/February-2012-Vol.-17(2)
error were computed. A total number of 31 markers (18 CP and 13 SB) were located along the registered data from six patients.

### 3.5 Image Acquisition

Images were acquired using an IV-OCT Fourier domain C7 system (St. Jude Medical, St. Paul, MN). The imaging system was used under default settings resulting in a pullback speed of 20 mm/sec and a frame rate of 100 fr/sec. Pullback length was set equal to ~54 mm, resulting in a frame distance of ~0.2 mm. The system uses a swept laser light source with a central wavelength of ~1300 nm and full-width half-maximum bandwidth of 50 nm resulting in an axial resolution of ~12 to 15 μm in air and <20 μm in biological tissue. Lateral resolution is equal to ~30 μm and the number of acquired A-scan lines per seconds is 45,000. Laser source optical power is <22.6 mW, scan range is equal to 5.44 mm in air and 3.8 mm in saline.

![Image](image-url)

Fig. 11 In-vivo results of the registration automated procedure. Baselines images [(a), (b), and (c)] compared with the nine-month FU examination [(i), (j), and (k)] present an example of correct struts malapposition (Δ) (CP confirm registration results). [(d), (e), and (f)] correspond to BL pullback, the ones on the right [(g), (h), and (i)] show an example of acute stent strut malapposition resulting in late strut malapposition (Δ) (CP confirm registration results). [(j), (k), and (l)] correspond to FU. [(m), (n), and (o)] present an example of intraluminal debris (thrombus—red arrows) (CP confirm registration results) “healed” at FU.

### 4 Results

An example of OCT imaging of the PVA phantom is given in Fig. 9. Examples of registration results are reported in Figs. 10 and 11.

Quantification of *in vitro* data registration errors resulted in a mean translation error $\varepsilon_T$ of 0.14 mm and a mean rotation error $\varepsilon_R$.

#### Table 1

<table>
<thead>
<tr>
<th>Experimental setup</th>
<th>$\varepsilon_R$ — rotat. error (deg)</th>
<th>$\varepsilon_T$ — transl. error (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single bending of the phantom</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 deg to 0 deg</td>
<td>8 [1 to 13]</td>
<td>0 [0 to 0.2]</td>
</tr>
<tr>
<td>0 deg to 180 deg</td>
<td>6 [3 to 14]</td>
<td>0.1 [0 to 0.4]</td>
</tr>
<tr>
<td>180 deg — 180 deg</td>
<td>4 [2 to 27]</td>
<td>0 [0 to 0.2]</td>
</tr>
<tr>
<td>0 deg — 360 deg + 90 deg</td>
<td>6 [0 to 7]</td>
<td>0.2 [0 to 0.2]</td>
</tr>
<tr>
<td>360 deg + 90 deg — 360 deg + 90 deg</td>
<td>9.5 [2 to 16]</td>
<td>0.2 [0 to 0.2]</td>
</tr>
<tr>
<td>Double bending of the phantom</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 deg — 0 deg</td>
<td>7 [5 to 9]</td>
<td>0.1 [0 to 0.2]</td>
</tr>
<tr>
<td>0 deg — 180 deg</td>
<td>4 [0 to 14]</td>
<td>0.2 [0 to 0.4]</td>
</tr>
<tr>
<td>0 deg — 360 deg + 90 deg</td>
<td>7 [2 to 24]</td>
<td>0.1 [0 to 0.2]</td>
</tr>
<tr>
<td>360 deg + 90 deg — 360 deg + 90 deg</td>
<td>5 [0 to 8]</td>
<td>0.2 [0 to 0.4]</td>
</tr>
</tbody>
</table>

#### Table 2

<table>
<thead>
<tr>
<th>In vivo acquisition</th>
<th>N. of located markers</th>
<th>$\varepsilon_R$ — rotat. error (deg)</th>
<th>$\varepsilon_T$ — transl. error (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient 1</td>
<td>5 [2 SB; 3 CP]</td>
<td>7 [1 to 9]</td>
<td>0.2 [0 to 0.4]</td>
</tr>
<tr>
<td>Patient 2</td>
<td>5 [3 SB; 2 CP]</td>
<td>3 [1 to 15]</td>
<td>0.2 [0 to 0.6]</td>
</tr>
<tr>
<td>Patient 3</td>
<td>8 [3 SB; 5 CP]</td>
<td>12 [3 to 34]</td>
<td>0.2 [0 to 0.6]</td>
</tr>
<tr>
<td>Patient 4</td>
<td>6 [2 SB; 4 CP]</td>
<td>3 [1 to 15]</td>
<td>0 [0 to 0.2]</td>
</tr>
<tr>
<td>Patient 5</td>
<td>4 [2 SB; 2 CP]</td>
<td>13.5 [3 to 65]</td>
<td>0.5 [0.2 to 0.8]</td>
</tr>
<tr>
<td>Patient 6</td>
<td>3 [2 SB; 1 CP]</td>
<td>13 [9 to 29]</td>
<td>0.2 [0.2 to 0.2]</td>
</tr>
</tbody>
</table>
of 7.3 deg. No relevant changes in the accuracy of the algorithm were found when comparing data with increasing catheter bending as demonstrated in Table 1.

Quantification of in vivo registration errors resulted in a mean translation error $\varepsilon_T$ of 0.23 mm and a mean rotation error $\varepsilon_R$ of 10.1 deg. Detailed results of located markers and in vivo quantifications are reported in Table 2.

Figure 11 qualitatively illustrates in vivo results of the registration algorithm. Stent and vessel features (e.g., struts pattern, vessel side branches) are able to give qualitative visual confirmation of correct matches.

The total processing time for the registration algorithm was $\sim 21$ s (on average) running on a standard office PC. Details about processing time for stent segmentation can be found on the previous report.

5 Discussion

An algorithm for the registration of IV-OCT datasets over time was developed and validated. Both in vitro and in vivo validation showed excellent accuracy for the transformations—rotation and translation—required by the registration procedure. As such, the presented method allows detailed registration of IV-OCT data on individual image level.

More specifically, the in vitro validation study showed that a specific region of an image could be found (on average) within 0.14 mm along the longitudinal axis ($\varepsilon_T$) and 7.3 deg ($\varepsilon_R$) with a registered FU data set. In vivo validation resulted in slightly higher but comparable errors of 0.23 mm and 10.1 deg for $\varepsilon_T$ and $\varepsilon_R$ respectively, proving the accuracy of the developed algorithm for clinical data.

Moreover, taking into account in vivo validation results, it is possible to define a confidence interval (under statistical assumptions of normal distribution with a confidence level of 95%) of approximately $\pm 1$ frames and $\varepsilon_T = \pm 4.6$ deg, allowing for comparison of specific regions of interest of an image with their match over time. A visual example of such intervals of confidence is illustrated in Figs. 12 and 13 both for translation and rotation.

In addition, the application of the proposed method to in vitro acquisitions obtained under different degrees of catheter bending (e.g., 0 deg versus 360 + 90 deg, Table 1) showed no relevant decrease of registration accuracy. As catheter bending has been proven to cause NURD artifacts, validation results showed that the refinement of the registration to a local level enables to deal with such artifacts correctly.

Figure 14 illustrates both the effect of vessel remodeling and different OCT catheter and guide-wire positions, when comparing BL to FU acquisitions. As shown by the example, the vessel remodeling is able to affect the image appearance significantly modifying its intensity map. Moreover, as catheter positions typically vary across different IV-OCT acquisitions, different stent struts’ shadows orientation would cause additional intensity changes to the images. The proposed registration approach (i.e., landmark-based methodology) has proven to be a powerful solution as—once stent struts are correctly segmented—it is independent of the images intensity levels. Different approaches, as intensity-based registration methods, would encounter additional challenges to deal successfully with the presence of such effects.

A specific factor that could influence the registration procedure is the accuracy of the stent strut segmentation procedure. The use of PVA phantoms (Fig. 9) ensures the development of a model that, once visualized by the IV-OCT imaging system, results in a lumen-vessel interface of very similar appearance to the one typically encountered in vivo. However, quality
often degrades in real-life IV-OCT in vivo image data in case of interfering artifacts (e.g., excessive amount of blood in the vessel lumen). However, automated stent strut segmentation has already been shown to correlate well with manual reading seven in case of suboptimal IV-OCT image quality. Moreover, in the case of very poor image quality, the software package used to apply the stent segmentation allows the user to visually inspect the results and, if needed, quickly manually correct.

Catheter eccentricity is an artifact that may influence stent strut orientation, which is often present in IV-OCT acquisitions. To deal with the presence of this artifact, as illustrated in Sec. 2.2 and in a previous publication, our methods rely on the central points of the stent struts. To evaluate the accuracy of this approach we quantified the results of strut segmentation in a subset of 20 images, half presenting a strong catheter eccentricity and the other half not showing eccentricity at all. Individual struts apposition and coverage were automatically quantified by the segmentation algorithm and compared with the ground truth. Ground truth corresponds to manual assessment of stent struts obtained through the use of a commercial available workstation (St. Jude Medical, St Paul, MN). Mean absolute differences between automated measures and the ground truth were, respectively: ∼0.016 mm for the subset presenting strong eccentricity and ∼0.015 mm for the subset not presenting any eccentricity (0 false positives and 4 false negatives, of a total of 145, in strut detection were generated by the segmentation algorithm). Such results prove that the proposed approach is able to manage correctly the presence of this very common artifact during the segmentation procedure. Therefore, as the registration algorithm is directly linked to the stent segmentation, catheter eccentricity would not have a significant impact on the accuracy of the registration procedure.

As near-infrared light cannot penetrate through metallic structures, the use of metallic markers and the presence of the guide-wire for in vivo acquisitions, cause the presence of “gaps” in the stent model. However, as the entire stent is used as a landmark by the registration procedure and it usually comprehends a very large number of struts (>1000), the presence of such gaps does not play a relevant role for the registration procedure.

In addition, the pullback speed used during acquisition, in combination with the system frame rate, could have an effect on the accuracy of the registration procedure. In this study, default system settings (pullback speed = 20 mm/sec) for the employed OCT system were utilized for images acquisition. While increasing pullback speed reduces acquisition time, it also decreases the total number of frames acquired and, therefore, the number of detectable stent-struts that can be used for the registration. On the other hand, motion artifacts due to heartbeat may be smaller when limiting acquisition time. The net effect of increasing/decreasing the pullback speed on the proposed method thus remains unclear and will require further investigation. Similarly, increased frame rate will result in more information for the registration algorithm (for a given pullback speed), which will likely be of benefit.

In vivo validation of the algorithm was performed by the use of two different stent platforms. Validation results show very similar accuracy for one platform if compared to the other: an absolute mean rotation error of 12.5 deg was found in one case, 9.2 deg for the other. However, an exhaustive validation of the
algorithm accuracy for different devices requires a large database of BL and FU in vivo IV-OCT data for many stent platforms. Further investigation would be required to address this issue fully.

Finally, a graphical user interface (GUI) has been developed for practical use of the registration algorithm in CoreLabs and clinical research projects. Through this interface, the user can easily and quickly compare cross-sectional images of registered IV-OCT. An example of the GUI displaying in vivo data is presented in Fig. 15.

6 Limitations and Further Developments

In our registration algorithm, we assumed that vessel remodeling only causes relatively small deformations of the stent structure, as such large deformations would result in a loss of accuracy. Because bare-metal and DES are very rigid metallic frameworks inflated at high pressures in clinical practice (typically above 10 to 12 atmospheres), we only expect relatively small geometrical deformations to occur in vivo as proven by our validation study. In any case, as the initialization procedure is able to put the two cylindrical point sets in approximate registration, a nonrigid ICP implementation can be incorporated in our algorithm for further development for new applications (e.g., less-rigid self-expandable stents or different tubular structures registration).

An additional limitation is given by the fact that, as the proposed registration method is based on the use of a landmark, the algorithm is only able to register permanent implanted metallic (i.e., DES and BMS) stented regions of vessels. As such, the proposed methodology cannot be applied to native unstented sections of vessels.

7 Conclusions

We demonstrated that IV-OCT datasets acquired over time can be registered and matched automatically on an image level by the proposed methodology. Validation results showed a high degree of accuracy proving that the method can be applied reliably to in vivo data. As a result, the proposed algorithm allows detailed assessment of the vessel response to stent implantation giving valuable information about mechanisms of stent failure, vessel pathophysiology after stenting, and performances of new generations of DES or novel stent platforms. Moreover, it may improve identification of procedural predictors of late clinical events, opening new perspectives for improving current therapeutic strategies.
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