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Abstract. Infrared neural stimulation (INS) is becoming an important complementary tool to electrical stimulation. Since the mechanism of INS is photothermal, describing the laser-induced heat distribution is fundamental to determining the relationship between stimulation pulses and neural responses. This work developed both a framework describing the time evolution of the heat distribution induced by optical fluence and a new method to extract thermal criteria (e.g., temperature change and rate of change) for neural activation. To solve the general problem of describing the temperature distribution, a Green’s function solution to the heat diffusion equation was determined and convolved with the optical fluence. This provided a solution in the form of a single integral over time, from which closed-form solutions can be determined for special cases. This work also yielded an expression for thermal relaxation time, which provides a rigorous description of thermal confinement for INS. The developed framework was then applied to experimental data from the cochlea to extract the minimum temperature increase and rate of that increase to stimulate the cochlear spiral ganglion. This result, and similar analyses applied to other neural systems, can then shed light on the fundamental mechanism for INS and aid the development of optical neuroprostheses.
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1 Introduction

Infrared neural stimulation (INS) is a relatively new technique that is becoming an attractive complementary approach to conventional electrical nerve stimulation (ENS). It has now been demonstrated in numerous applications, including the cochlea, vestibular system, peripheral motor nerves, facial nerve, vagus nerve, somatosensory cortex, and cardiomyocytes, among others. Depending on the application, INS offers several well-described advantages over ENS, including spatial precision, contact-free delivery, and lack of stimulation artifacts. However, two related limitations of INS, particularly for neural prosthesis use, are the low electrical-to-optical conversion efficiencies of infrared laser devices and the potentially damaging thermal effects of the stimulating beam. Since both of these limitations deal with heat deposition into tissue, minimizing optical (and thus electrical) energy usage while achieving neural stimulation is an important consideration.

The optimal INS parameters for several applications have been experimentally derived, but within the constraints of currently available laser sources. There is also little debate that the mechanism for INS is photothermal in nature, but the exact underlying mechanism remains unclear. Several studies have demonstrated contributions to the action of INS by membrane capacitance changes, transient receptor potential (TRP) channels, and intracellular calcium ion transients, though the relative importance of each of these in various cell types has not yet been elucidated. Regardless of the cellular mechanism, no clear understanding of the minimum thermal criteria, such as temperature change and rate of temperature change at the excitable tissue, for safe and effective INS exists at this time.

Due to the difficulty of performing precise, parametric studies to investigate the thermal aspects of INS in vivo, there has been recent interest in applying numerical simulations to provide insight. In a work by Thompson et al. and previous work by the authors, Monte Carlo simulations were used to determine photon distributions in tissue for typical INS experiments, and finite element analysis was then performed to determine heat distributions. This kind of analysis can be very useful for investigating peak temperatures and general temperature distributions in tissue as needed to examine general device safety, but it does not provide significant insight into how these temperature changes lead to neural activation.

The goal of this work was thus to develop an analytical approach to thermal changes during INS that can predict what thermal changes (e.g., temperature increase and rate of increase) are necessary for neural activation. The approach does not depend on the specific cellular mechanism of INS, but its identified thermal parameters for a given application can help evaluate the validity of proposed mechanisms. The approach is broken into three sections. In the first (Sec. 2 of the manuscript), a three-dimensional expression for the time evolution of the temperature profile resulting from the absorption of an optical beam is presented. This is a general analytic solution, unlike thermal models that rely on finite element analysis. Most
importantly, it delivers a set of equations used in the subsequent section to invert the stimulation problem to find thermal criteria for stimulation. A simple set of assumptions compatible with current knowledge of INS is then proposed in Sec. 3, and thermal variables within this model are investigated. Specifically, we are interested in how stimulation depends on pulse width, energy, peak power, and stimulation geometry. Finally, the framework to extract thermal stimulation criteria is applied to cochlear INS data from Richter et al. at Northwestern University in Sec. 4. Although additional work to validate this analysis with in vivo work is required, in general, this kind of analysis should inform future decisions on INS device parameters such as spot size, pulse width, pulse energy, stimulation frequency, and stimulation depth. More efficient, and therefore feasible, devices will be realized.

2 General Solution

2.1 Theoretical Framework

In this section, the problem of determining the temperature distribution that results from absorption of light in a medium is considered. In the case that absorption dominates scattering, the radial fluence distribution in the medium follows the incident radiant exposure distribution. The depth dependence takes the form of a decaying exponential. This is the case for INS because wavelengths have been chosen to have strong absorption in tissue, such that the intense localization of temperature produces stimulation. Single-mode optical beams propagating in free space have a strictly Gaussian intensity distribution. Optical beams from highly multimode sources (e.g., multimode optical fibers) are not strictly Gaussian but, as a result of greater propagation attenuation for high mode angle light, tend toward a Gaussian-shaped envelope. An acceptable and desirable simple representation of the fluence in tissue is thus a radially Gaussian distribution with decaying exponential depth intensity. To determine the temperature distribution, the heat diffusion equation is needed.

\[
\frac{\partial T}{\partial t} = \alpha^2 \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} + \frac{\partial^2 T}{\partial z^2} \right) + f(t) \frac{\gamma P}{4 \pi ab} e^{\frac{x^2}{\alpha^2}} e^{\frac{y^2}{\alpha^2}} e^{-\gamma z}, \tag{1}
\]

where \( T \) is the temperature, \( t \) is time, \( \alpha \) is diffusivity, \( x \) and \( y \) are spatial coordinates transverse to light propagation, \( z \) is the spatial coordinate longitudinal to light propagation, \( \gamma \) is the attenuation coefficient (\( z \) coordinate), \( P \) is instantaneous power, \( a \) is the radius of heat distribution (\( x \) coordinate), and \( b \) is the radius of heat distribution (\( y \) coordinate).

Finding a solution to the above partial differential equation provides a description of the temperature distribution resulting from a point source of heat. This description can be used to find specific solutions to any general heat distribution. The full derivation is left to the Appendix, but the solution takes the form of

\[
g(x,y,z,t|x',y',z',t') = \frac{1}{[4\pi \alpha^2 (t-t')]^\frac{3}{2}} e^{-\frac{(x-x')^2}{4\alpha^2(t-t')}} e^{-\frac{(y-y')^2}{4\alpha^2(t-t')}} e^{-\frac{(z-z')^2}{4\alpha^2(t-t')}}. \tag{3}
\]

This solution describes the time evolution of a unit impulse of heat. Note that the spatial distribution is Gaussian in shape. The specific source distribution can be treated by convolving the Green’s function with the distribution of interest (in this case, the inhomogeneous term of the partial differential equation).

\[
T(x,y,z,t) = \frac{\gamma P}{2\pi ab \rho C} \int_0^t f(t') e^{-\frac{(x-x')^2}{4\alpha^2(t-t')}} e^{-\frac{(y-y')^2}{4\alpha^2(t-t')}} e^{-\frac{(z-z')^2}{4\alpha^2(t-t')}} \, dx' \, dy' \, dz' \, dt', \tag{4}
\]

where \( \rho \) is the density of tissue, and \( C \) is the specific heat of tissue. The three spatial convolutions have closed-form solutions that yield an integral solution for temperature at any point in space and time, given by

\[
T(x,y,z,t) = \frac{P g e^{-\gamma z}}{4\pi \rho C b^2} \int_0^t f(t') \frac{e^{-\frac{(x-x')^2}{4\alpha^2(t-t')}} e^{-\frac{(y-y')^2}{4\alpha^2(t-t')}} e^{-\gamma z(t-t')}}{1 + (\delta)^2(t-t')} \text{erfc} \left[ \frac{2\alpha^2(t-t') + \delta}{\sqrt{4\alpha^2(t-t')}} \right] \, dt', \tag{5}
\]

Within the suppressed derivation, \( a \) has been set equal to \( b \), forcing the optical spot to be round in profile. This has been done to make the resulting expression simpler, but was not necessary to perform the convolutions. The result is an integral expression for the temperature resulting from a Gaussian-shaped heat distribution...
anywhere in space or time for any arbitrary optical pulse format. It is worth noting that this is an exact solution to the heat diffusion equation for the assumed heat distribution, with no additional limiting assumptions or approximation, resulting in an expression that is useful in all applications with similar heat distributions. As discussed below, powerful insight can be gained from some useful approximations that yield analytic expressions.

2.2 Special Cases

For some interesting idealized cases, fully analytic solutions exist. These solutions are at the heart of the benefit of this approach, and significant insight can be gained by understanding the following expressions.

\[
T(x, y, z, t) = \lim_{t \to t'} \frac{P \gamma e^{-\gamma z}}{4\pi \rho C_b^2} \int_0^{t'} f(t') e^{\frac{-\gamma^2 x^2 - \gamma^2 y^2}{4\tau(t-t')}} \text{erfc} \left[ \frac{2\gamma \alpha^2(t-t')}{\sqrt{4\alpha^2(t-t')}} \right] dt',
\]

\[
T(x, y, z, t)_{\text{Conf}} = \frac{P \gamma e^{-\gamma z} e^{-\frac{\gamma^2 x^2 + \gamma^2 y^2}{4\alpha^2 \tau(t-t')}}}{4\pi \rho C_b^2} \int_0^{t'} f(t') dt'.
\]

2.2.1 Fast pulse

The assumption that the laser pulse is much shorter in duration than the rate of diffusion can be expressed by representing the time dependence of the fluence as a delta function \( f(t') = \delta(t') \). This yields

\[
T(x, y, z, t)_{\text{Fast}} = \frac{P \gamma e^{-\gamma z} e^{\frac{-\gamma^2 x^2 - \gamma^2 y^2}{4\alpha^2 \tau(t-t')}} \text{erfc} \left[ \frac{2\gamma \alpha^2(t-t')}{\sqrt{4\alpha^2(t-t')}} \right]}{1 + \left( \frac{\alpha}{\tau} \right)^2 \tau_{1/e}}.
\]

2.2.2 Thermal confinement limit

Thermal confinement occurs when heat is being deposited into a system in a time interval much shorter than that during which significant diffusion occurs. This can be expressed by taking the limit as \( t \to t' \).

\[
1 - e^{\frac{\gamma^2 x^2 + \gamma^2 y^2}{4\alpha^2 \tau_{1/e}}} \text{erfc} \left( \frac{\gamma \alpha \sqrt{\tau_{1/e}}}{\sqrt{2}} \right)
\]

where \( \tau_{1/e} \) is the thermal time constant.

This expression can be solved for time numerically to determine the thermal time constant. Figure 1 is a graphical representation of finding the thermal time constant of brain tissue, whose properties are summarized in Table 1. From this solution, it takes the system 67 ms to decay to its 1/e value, and the deposited heat is 95% contained for up to 764 \( \mu \)s. This result is a strong justification that the optically induced heat distribution is thermally confined for experimental pulse durations <700 \( \mu \)s.

**Fig. 1** Log plot of thermal relaxation in brain tissue [Eq. (6)]. Horizontal lines mark the points at which the temperature has decayed to 95% (\( \tau_{95\%} \)) and 1/e (\( \tau_{1/e} \); see Eq. (9)) of the initial maximum value, which was arbitrarily set to 1°C.
### Table 1  Parameters of brain tissue and heat distribution.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brain tissue: Density</td>
<td>( \rho )</td>
<td>1040 kg/m(^3)</td>
</tr>
<tr>
<td>Specific heat</td>
<td>( C )</td>
<td>3650 J/kg°C</td>
</tr>
<tr>
<td>Thermal conductivity</td>
<td>( k )</td>
<td>0.527 W/m°C</td>
</tr>
<tr>
<td>Diffusivity</td>
<td>( \alpha^2 = k/\mu C )</td>
<td>1.3 \times 10^{-7} m(^2)/s</td>
</tr>
<tr>
<td>Heat distribution: Attenuation coefficient</td>
<td>( \gamma )</td>
<td>35.2 cm(^{-1})</td>
</tr>
<tr>
<td>Distribution radius</td>
<td>( b )</td>
<td>0.01 cm</td>
</tr>
</tbody>
</table>

#### 2.4 Idealized Response in INS Applications

Figure 2 profiles the thermal response of a laser pulse in the regime in which the heat is essentially completely confined to the irradiation zone during the pulse, as defined from Fig. 1. During the pulse, diffusion is negligible, so the temperature increases linearly to a maximum value determined by the pulse energy and with a slope determined by peak power. After enough time has passed for diffusion to be significant, the temperature rolls off in accordance with the fast pulse approximation. These analyses can be applied to any application in which heat is delivered to a homogeneous material fast enough to be thermally confined, which includes all known current INS applications.

Specifically for cochlear INS, reports from Richter and colleagues indicate that the most relevant pulse widths for future optical cochlear implant development are in the range of \(~20\) to \(200\) \(\mu s\),\(^{25-27}\) which satisfy both the thermal confinement and fast pulse criteria discussed above. Although longer pulse durations (and therefore lower peak powers) can be used successfully, they require a greater amount of total energy deposition to produce neural responses of equivalent magnitude.\(^{28-29}\) To minimize the effects of tissue heating and prolong potential battery life, the shorter pulse durations become more relevant; thus, the remainder of the manuscript focuses on the \(20\) to \(200\) \(\mu s\) range of pulse durations.

#### 3 Thermal Variable Investigation

##### 3.1 Assumptions and Definitions

Using the established framework, the relationship between stimulation pulse parameters and activated neural tissue can be investigated, beginning with simplifying assumptions about a chosen population of neurons. Assumptions of the neural activation model include the following:

1. Two thermal criteria must be met for neural activation: a sufficient increase in temperature at the excitable tissue caused by the optical pulse, \(\Delta T_c\), and an appropriately quick rate of that temperature increase, \(\dot{T}_c\) (C/s). If only one or neither of these criteria is met, the cell will not fire.
2. The two aforementioned thermal criteria are independent.
3. The cell population is spatially homogenous.
4. The relationship between compound action potential (CAP) and number of activated neurons is linear.

\[
\text{CAP} \propto \Gamma \int dV \rho_n(x,y,z) H(x,y,z,T > T_c) \\
\times H(\frac{\partial T}{\partial t} > \dot{T}_c), \quad (10)
\]

where \(\Gamma\) is the voltage scaling factor, \(V\) is the volume, \(\rho_n\) is the neuron density, \(T_c\) is the temperature criterion, and \(\dot{T}_c\) is the temperature rate criterion. The thermal criteria are encoded as Heaviside functions.

\[
H(x,y,z,T > T_c) = 1; \quad H(x,y,z,T < T_c) = 0; \\
H \left( x, y, z, \frac{\partial T}{\partial t} > \dot{T}_c \right) = 1; \\
H \left( x, y, z, \frac{\partial T}{\partial t} < \dot{T}_c \right) = 0. \quad (11)
\]

The objective is to determine thermal criteria necessary for neural stimulation. Simplifying the dynamics sufficiently to isolate the effects of tissue heating and prolong potential battery life, the shorter pulse durations become more relevant; thus, the remainder of the manuscript focuses on the \(20\) to \(200\) \(\mu s\) range of pulse durations.

![Fig 2 Pictorial representation of idealized thermal response over time to a fast optical pulse that deposits all of its energy into the tissue as heat before any thermal relaxation may occur.](https://example.com/fig2.png)
one criterion at a time is accomplished by designing experiments to eliminate as many complicating variables as possible. For the case of the current neural activation model, addressing one criterion at a time makes the problem of extracting values tenable. To this end, the problem is broken up into two cases: one corresponding to the temperature increase criterion and one for the rate of temperature increase criterion. Case 1 assumes the temperature rate criterion is satisfied, which corresponds to an instantaneous pulse of finite energy (infinite peak power). Case 2 assumes the temperature increase criterion is satisfied, which corresponds to a pulse of infinite energy with finite peak power. These idealizations are not fully achievable experimentally, but to induce the desired behavior, one only needs to dramatically oversatisfy the criteria.

3.2 Case 1: Temperature Rate Criterion Satisfied

Assuming the temperature rate criterion, $T_r$, is satisfied,

$$H(x, y, z, \frac{\partial T}{\partial t} > T_c) = 1. \quad (12)$$

The resulting CAP integral is then

$$\text{CAP} \propto \rho \int H(x, y, z, T > T_c) dV. \quad (13)$$

Converting the Green’s function solution to cylindrical coordinates and setting the temperature to an arbitrary criterion, $T_c$, the stimulation boundaries are defined by

$$T_c = \frac{P_{\text{Peak}} \gamma t}{4 \pi \rho C b^2} e^{\frac{\gamma^2}{4 \rho C b^2}} e^{-\frac{rz}{b^2}}, \quad (14)$$

where $P_{\text{Peak}}$ is the peak optical power.

One can then solve for the depth of stimulation, $z_c$, and the radius of stimulation, $r_c$, as follows:

$$z_c = \frac{1}{\gamma} \left[ \ln \left( \frac{P_{\text{Peak}} \gamma t}{4 \pi \rho C b^2} \right) - \frac{r^2}{2b^2} \right], \quad (15)$$

$$r_c = b \sqrt{2 \ln \left( \frac{P_{\text{Peak}} \gamma t}{4 \pi \rho \gamma C b^2} \right) - 2\gamma z_0}. \quad (16)$$

As depicted in Fig. 3, the volume of interest is a paraboloid truncated by the distance to the neural tissue boundary, $z_0$. The CAP response is described by the following integral, where the criteria for stimulation (i.e., $z_c$ and $r_c$) are carried in the integrand and limits, respectively, thus negating the need to integrate over $dz$ as well.

$$\text{CAP} = \Gamma \rho \int_0^{2\pi} \int_0^{r_c} (z_c - z_0) r \, dr \, d\phi. \quad (17)$$

$$\text{CAP} = \Gamma \rho \frac{eb^2}{\lambda} \left[ \ln \left( \frac{P_{\text{Peak}} \gamma t}{4 \pi \rho \gamma C b^2} \right) - z_0 \right]^2. \quad (18)$$

3.3 Case 2: Temperature Criterion Satisfied

Assuming the temperature criterion, $\Delta T_c$, is satisfied,

$$H(x, y, z, T > T_c) = 1. \quad (20)$$
The resulting CAP integral becomes
\[ \text{CAP} \propto \rho g \int H[(\partial T/\partial t) > \dot{T}_c] \, dV. \] (21)

The temperature criteria expression differs only in that it is the derivative of the one used in case 1 [Eq. (14)].
\[ \dot{T}_c = \frac{P_{\text{peak}}}{4\pi \rho C_b^2} e^{-r^2/2\sigma^2} e^{-\tau^2}. \] (22)

For the rest of this case, the arguments are identical to case 1. The results of each case are summarized in Table 2.

Table 2 Summarized thermal relations for the two stimulation cases.

<table>
<thead>
<tr>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description:</td>
<td></td>
</tr>
<tr>
<td>Instantaneous pulse with finite energy</td>
<td>Infinite energy with finite peak power</td>
</tr>
<tr>
<td>Assumed criteria:</td>
<td>H[(\partial T/\partial t) &gt; \dot{T}_c]</td>
</tr>
<tr>
<td>CAP relation:</td>
<td>( \text{CAP} \propto \rho g \int H[(\partial T/\partial t) &gt; \dot{T}_c] , dV )</td>
</tr>
<tr>
<td>Thermal criteria:</td>
<td>( \dot{T}<em>c = \frac{P</em>{\text{peak}}}{4\pi \rho C_b^2} e^{-r^2/2\sigma^2} e^{-\tau^2} )</td>
</tr>
<tr>
<td>CAP growth function:</td>
<td>( \text{CAP} \propto \Gamma \rho g [T_c - T_c]/(4\pi \rho C_b^2) - z_T]^2 )</td>
</tr>
</tbody>
</table>

where \( E_{\text{pulse}} \) is the optical pulse energy.

This formula relates the two thermal criteria, providing a way to determine the rate given the activation temperature. The parameter values for which the two shells are equal can be found experimentally. By collecting data at a constant pulse energy (constant temperature profile) and increasing the peak power, the CAP response will flatten when the limited shells cross. The transition point will be the equal volume parameter set. Just as important is the ability to determine the pulse width associated with efficient use of energy and peak power (i.e., none wasted). This ideal time is simply the ratio of the critical temperature to the temperature rate.
\[ \tau_{\text{pulse width}} = \left( \frac{T_c}{T_c} \right). \] (24)

4 Extraction of Key Cochlear Stimulation Parameters

As a test case, this section uses \textit{in vivo} data from INS of spiral ganglion cells in the cat cochlea provided by Richter et al. at Northwestern University. As shown in Fig. 5, these data consist of CAP amplitudes as a function of pulse energy for a series of pulse durations ranging from 20 to 200 \( \mu \)s. The data were gathered similarly to how the same group produced Fig. 3 from Richter et al.,\textsuperscript{26} Fig. 5 from Izzo et al.,\textsuperscript{27} and Fig. 3 from Rajaguru et al.\textsuperscript{23} The one difference is that the previous figures used radiant exposure (J/cm\(^2\)) on the x axis, whereas Fig. 5 simply uses pulse energy since all measurements used the same spot size. Comparing this experimental data with the model cases then enables the determination of whether INS, at least in the cochlea, is pulse energy or peak power limited.

4.1 Extracting \( T_c \)

\textit{In vivo} electrophysiology data can be plagued with noise and inconsistencies as a result of the experimental difficulty resulting from live animal testing. Thus, the conclusions drawn here will be restricted to broad behavior. The amplitude of the CAP response in Fig. 5 saturates as the pulse width is decreased below 60 \( \mu \)s. This result is dependent on case 1 being satisfied (pulse energy limited). To test this conclusion as suggested...
above, the data are replotted in both energy and peak power domains in Fig. 6.

It is clear from Fig. 6 that INS with the depicted range of pulse widths is significantly more pulse energy limited than peak power limited. The pulse energy representation results in a significantly smaller standard deviation than the peak power representation ($\sigma_E < \sigma_P$). The average of the 20, 40, 50, and 60 $\mu$s data was then used to extract the temperature criterion, $T_c$. A parameter search was performed to minimize the difference between the CAP growth function and the pulse energy–limited experimental data, as seen in Fig. 7. This provides the values for $a_1$ through $a_3$ (note that $a_4$ in Fig. 7 represents the $z \gamma$ product from the CAP expression in Table 2 and is thus not an extracted value), which are shown in Table 3. There is particular interest in $a_3$ because it gives the value of $T_c$, which comes out to $\sim 0.8$ mK as the minimum temperature change criterion.

Although this value seems quite low, it represents a minimum for one criterion to be met, and in practice, most of the irradiated tissue volume reaches higher temperatures. This low minimum temperature criterion also suggests that the more practical limiting criterion for neural activation in the cochlea (which is known to have significantly lower radiant exposure thresholds for INS than other tissues) would be the rate of temperature increase, $\dot{T_c}$, as discussed in Sec. 4.2. To put the 0.8 mK value in perspective, though, Fig. 8 displays calculated isothermal lines for a series of pulse energies from a 200 $\mu$m diameter fiber with tissue properties from Table 1. The maximum temperature rises induced even right by the fiber tip (lower left corner of plots) are very small, given the low pulse energies, and by the time photons pass through a typical amount of tissue between the fiber and neural cells, the temperature increases at the neural tissue are even smaller. By examining the area under the 0.8 mK curve that falls within the neural tissue volume, one can see the expected trend consistent with Fig. 7.

### 4.2 Extracting $\dot{T_c}$

As described above, experimentally satisfying the requirements for case 2 is not trivial, if at all possible. However, the peak power saturation point (Fig. 9) can be used to determine the ratio of the two criteria. As depicted in Fig. 9, holding pulse
energy constant within thermal confinement and increasing peak power results in a consistent temperature shell throughout the experiment. As the peak power shell increases in size and eventually eclipses the pulse energy shell, the limiting criterion switches from power to energy. At this transition point, the two shells are the same size, and the peak power and pulse energy are related by the ratio of the two criteria. Experimentally, these data are available from the CAP versus energy plot (Fig. 5). In Fig. 10, slices of the data have been taken for constant energy and increasing peak power. This plot expresses the desired behavior: each of the pulse energy plots saturates at a unique value. The transition point for each pulse energy value and other relevant values are summarized in Table 4.

Extracting $T_c$ is then a simple matter of finding the temperature rate criterion from the temperature criterion (Table 5). Thus, the optimal pulse width ($\sim 50 \mu s$), temperature increase criterion ($\sim 0.8 \text{ mK}$), and the temperature rate criterion ($\sim 15 \text{ K/s}$) for INS in the cochlea have all been determined.

4.3 Spot Size

Understanding the relationships that control stimulation allows the optimization of optical spot size. This is of interest because it affects not only the safety and perceived loudness of a potential optical cochlear implant, but also the required beam shaping and stimulator system power. The radius of the stimulation heat load, $b$, plays two roles in the CAP growth function [Eq. (18)]: first, as a term inside the natural log and second, as a multiplicative amplitude factor. The spot size’s role inside the log is related to the minimum input required for stimulation. The multiplicative amplitude dependence of spot size tells us about how the stimulation cross-section relates to nerve cell recruitment growth.

4.3.1 Minimum criteria for stimulation

The $1/e$ stimulation radius’s ($b$) role inside the log describes the minimum penetration depth to stimulate neurons. The assumption for this is that the natural log term is larger than the depth term. The inequality below [Eq. (25)] must be satisfied for the stimulation shell to reach the neural tissue. Here, the specific energy or power variables, as well as the temperature or rate criteria, are replaced with a placeholder ($O_p$ and $\text{Therm}_c$, respectively) to represent both concepts. This prevents redundant statements.

$$\ln \left( \frac{(O_p \text{input} - O_p0)\gamma}{(4\pi\rho b^2)\text{Therm}_c} \right) = z_0\gamma > 0.$$  (25)

Table 3 Table of extracted values from Fig. 7.

<table>
<thead>
<tr>
<th>Relationship</th>
<th>Value extracted</th>
<th>Symbol</th>
<th>Criteria values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$a_1 = \Gamma_{\rho \phi} b^2 / \gamma$</td>
<td>$5 \text{ mV}$</td>
<td>$\Gamma_{\rho \phi}$</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$a_2 = E_0$</td>
<td>$0.83 \mu\text{V}$</td>
<td>$E_0$</td>
</tr>
<tr>
<td>$a_3$</td>
<td>$a_3 = \gamma / T_c \rho \phi b^2$</td>
<td>$115.12 \mu\text{J}^{-1}$</td>
<td>$T_c$</td>
</tr>
</tbody>
</table>
where $O_{\text{p input}}$ is the general optical input and $\text{Therm}_C$ is the general thermal criteria.

This relation then sets requirements on $b$ (the $1/e$ heat load radius).

$$0 < b^2 < \frac{(O_{\text{p input}} - O_{\text{p 0}})\gamma}{(4\pi\rho C)\text{Therm}_C} e^{-\frac{\gamma}{e}}.$$ (26)

Per unit of optical input, as the distance from the source to the neural tissue, $z$, increases, the radius of stimulation must decrease in order to have the photon concentration necessary to reach the neural tissue. In contrast, as the optical input increases, the acceptable radius also increases. This can be considered an energy or power density criterion with one addendum: it is not with respect to raw input, but that which is above the threshold introduced in Sec. 2.

$$\frac{O_{\text{p input}} - O_{\text{p 0}}}{A_{1/e}} > \frac{(4\rho C)\text{Therm}_C}{\gamma} e^{-\frac{\gamma}{e}}.$$ (27)

Here, $A_{1/e}$ is the area defined by $b$, the $1/e$ radius of the heat distribution ($A_{1/e} = \pi b^2$).

### 4.3.2 Recruitment growth

The overall amplitude factor of $b^2$ reflects the fact that recruitment gained by increasing the radius of stimulation requires less energy than doing so by increasing the depth (i.e., depth recruitment costs more than width). The most efficient stimulation comes from the largest spot possible that satisfies the power and energy density equation [Eq. (27)]. The limit to this is the width of the neural population; if the thermal profile is above threshold [see Eq. (16)] outside this region, that heat is being wasted. Similarly, if the thermal profile is above...
Table 4  Saturation points for each pulse energy.

<table>
<thead>
<tr>
<th>$E_{\text{pulse}}$ (μJ)</th>
<th>$P_{\text{peak}}$ (W)</th>
<th>$\tau_{\text{width}} = T_c / \dot{T}_c$ (μs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.2</td>
<td>50</td>
</tr>
<tr>
<td>15</td>
<td>0.3</td>
<td>50</td>
</tr>
<tr>
<td>20</td>
<td>0.4</td>
<td>50</td>
</tr>
<tr>
<td>25</td>
<td>0.5</td>
<td>50</td>
</tr>
<tr>
<td>30</td>
<td>0.5</td>
<td>63</td>
</tr>
</tbody>
</table>

Table 5  Extracted thermal criteria.

<table>
<thead>
<tr>
<th>$\langle T_c / \dot{T}_c \rangle$ (μs)</th>
<th>$T_c$ (mK)</th>
<th>$\dot{T}_c$ (K/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>53</td>
<td>0.8</td>
<td>15.1</td>
</tr>
</tbody>
</table>

threshold [see Eq. (15)] deeper than the neural cells exist, heat is again wasted.

Figure 11 depicts a family of iso-CAP curves plotted in terms of required optical input and spot size to maintain a constant CAP. The family is framed by the stimulation threshold limit on the bottom, the depth of the neural population for small spot sizes, and the width of the neural population limit for larger spots. In general, larger spot sizes require less optical input for equal CAP. The point at which the range switches from being limited by depth to width is where the maximum dynamic range achievable without wasting optical energy is found. However, this may not represent the optimal spot size in every application. For some applications, a somewhat smaller dynamic range may be acceptable and achievable by using a larger spot with significantly less optical input.

5 Discussion

This work has provided an analytical framework for a deeper understanding of the thermal criteria required for infrared neural stimulation. In particular, it has shown that in the cochlea, INS requires a laser pulse that provides a minimal but rapid temperature increase. This finding supports many previous studies focused on understanding the mechanism of INS. Wells et al. first demonstrated that a change in temperature, rather than an absolute temperature, was a key factor for initiating INS. The authors measured temperature profiles with peripheral nerves at normal body and lowered temperatures and saw no differences in neural responses for identical increases from the different baseline temperatures. Rajguru et al. saw similar results in the vestibular system of toadfish at normal and lowered body temperatures.

The Northwestern group has published several pieces of data supporting the specific cochlear result. In Moreno et al., they note that no temperature change could be detected in a thermochromic ink prep (sensitivity of ~1°C) with typical INS pulse energies, and in Izzo et al., they calculate that the maximum temperature rise from a typical stimulation pulse at the spiral ganglion cells should be <0.1°C. As noted in Sec. 2.4, several reports from Northwestern have also shown that for a fixed pulse energy, longer pulse durations that provide slower heating evoke smaller neural responses than shorter pulse durations.

The dependence on the rate of temperature change also largely aligns with the work of Shapiro et al. in examining membrane capacitance changes during INS. Using artificial bilayers, HEK cells, and X. laevis oocytes, they showed that the rapid temperature change induced by infrared pulses alters the ionic double layers around the plasma membranes, thus altering the total membrane capacitance and causing a depolarization. The magnitude of the capacitance change is fairly small though (~8% max), and the authors noted that cells expressing the requisite sodium and potassium channels to fire an action potential had to be brought close to threshold for infrared pulses to evoke an action potential. To investigate this finding further, Peterson and Tyler modeled the magnitudes of capacitance changes required for cells to be stimulated via this mechanism. They found that regardless of beam diameter, pulse width, and dependence on illuminating nodes of Ranvier, it was unlikely that the capacitance change alone would be responsible for
INS, though they hypothesize that it does play some important role.\textsuperscript{29} It is also possible that the effect of capacitance changes is different in different cell types due to variations in physiology, such as presence and thickness of myelin.

In contrast to the above studies, others have suggested that absolute temperature changes are required for neural activation from infrared stimulation. For example, Fried et al. have been able to observe functional responses from both pulsed and continuous wave irradiation of the rat cavernous nerves of the prostate, provided that the nerve is heated to the same temperature of \(~43\textdegree C\).\textsuperscript{30,31} This temperature is in the range where one would expect the TRPV family of cation channels to be relevant, particularly TRPV1, which is typically given an activation temperature of \(43\textdegree C\).\textsuperscript{32} Indeed, Albert et al. demonstrated that TRPV4 was vital to INS of cultured retinal and vestibular ganglion cells,\textsuperscript{20} and Bec et al. followed up with a study showing that for different wavelengths and pulse durations, the stimulation thresholds depended largely on absolute temperature achieved. It should be noted that the activation temperature of TRPV4 is \(27\textdegree C\),\textsuperscript{32} though, so one could reasonably expect a different role for TRPV4 during \textit{in vitro} studies with baseline temperatures \(<27\textdegree C\) (such as Albert et al.,\textsuperscript{20} Bec et al.,\textsuperscript{18} and portions of Liljemalm et al.\textsuperscript{35}) and \textit{in vivo} studies with warmer baseline temperatures, where TRPV4 may be constitutively active.\textsuperscript{32} The \textit{in vitro} studies\textsuperscript{18,20,33} have also shown consistently higher radiant exposure thresholds, and therefore peak temperatures, compared with \textit{in vivo} stimulation. The reasons for this discrepancy are currently unclear.

The other primary focus for the cellular mechanism of INS stems from work by Dittami et al., who showed that intracellular calcium ions, likely released from the mitochondria, were the key element for INS in cardiomyocytes.\textsuperscript{21} They demonstrated this result by selectively blocking various calcium transporters in the mitochondrial membrane, some of which are also known to block TRP channels. Previous studies in cardiomyocytes also demonstrated the ability to thermally stimulate them via mitochondrial release of calcium in the absence of any extracellular calcium,\textsuperscript{34} which further supports the lack of TRP channel involvement.

Given the various findings to date, it is difficult to speculate on whether there exists a single cellular mechanism by which infrared light stimulates excitable tissue, or whether different cell types respond via different mechanisms. It seems likely that some findings (i.e., membrane capacitance, TRP channels, intracellular calcium) could be reconciled in at least some cell types with further physiological studies. The analytical framework presented here may be useful in evaluating such mechanisms as well. By applying the same approach taken in Sec. 4 to similarly gathered data from other cell types, one could understand how important absolute temperature changes are versus the rate of those changes for the particular application. Knowing the exact cellular mechanism is not necessary to use this framework to benefit device design and development though. Given proper experimental data, one can easily extract \(T_c\) and \(\bar{T}\), which enables the determination of the optimal pulse width such that the stimulation zone is equally limited by peak power and pulse energy, thus achieving the most efficient stimulation.

Future work should focus on verifying these preliminary results \textit{in vivo}. Thermal criteria should be investigated at even lower pulse widths to confirm that at least the lower range of pulse widths follows the pulse energy–limited trend in the cochlea. Other neural populations should be investigated as well to determine any differences in their thermal criteria and behavior. Future models may use a more nuanced heat distribution to more closely approximate the effects of scattering. In addition, temperature criteria such as these can be used in conjunction with Monte Carlo scattering models and finite element analyses to provide the area of stimulation in more complicated, biologically relevant geometries. These formalisms and methods would then allow the construction of much more efficient INS devices.

**Appendix**

A detailed solution of the problem described and solved in Sec. 2 is provided. The goal was to solve the heat diffusion equation driven by a Gaussian heat distribution in \(x\) and \(y\), and exponentially attenuated by \(\gamma\) in \(z\) below.

\[
\frac{\partial T}{\partial t} - \alpha^2 \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} + \frac{\partial^2 T}{\partial z^2} \right) = f(t)^\gamma P_{\text{peak}} e^{\frac{x^2}{2\bar{\sigma}^2}} e^{\frac{y^2}{2\bar{\sigma}^2}} e^{-\gamma z}. \tag{28}
\]

The difference between the rate of relaxation and the curvature of the temperature distribution is the heat load; the driving force is the curvature. We first solve for a point heat source in Cartesian \(R^3\) and time. The heat diffusion equation is

\[
\frac{\partial g}{\partial t} - \alpha^2 \left( \frac{\partial^2 g}{\partial x^2} + \frac{\partial^2 g}{\partial y^2} + \frac{\partial^2 g}{\partial z^2} \right) = \alpha^2 \delta(x-x')\delta(y-y') \times \delta(z-z')\delta(t-t'). \tag{29}
\]

We perform a Laplace transform in time because we are interested in time after the initial heat load delivery and we perform a Fourier transform in \(x\) and \(y\) because we are interested in all space along the \(x\) and \(y\) axes. This yields an ordinary differential equation (ODE) in \(z\).

\[
\frac{d^2 \tilde{G}}{dz^2} - \left( k^2 - \frac{s}{\alpha^2} \right) \tilde{G} = \delta(z-z')e^{-ikx'-iy'-\gamma} \tag{30}
\]

We solve this ODE in two parts, the homogenous solution (when \(z \neq z'\)) and the discontinuity (when \(z = z'\)).

\[
\frac{d^2 \tilde{G}}{dz^2} - \left( k^2 - \frac{s}{\alpha^2} \right) \tilde{G} = 0. \tag{31}
\]

The general solution to this equation is

\[
\tilde{G} = A_1 e^{-\gamma + \beta} + A_2 e^{\gamma + \beta}, \tag{32}
\]

where

\[
\gamma = \sqrt{k^2 + \frac{s}{\alpha^2}}. \tag{33}
\]

To solve the inhomogeneous equation, we integrate over the discontinuity at \(z = z'\).
Now that we have a complete transformed solution for Eq. (30), we must transform it back to the space and time domain. Taking the inverse Laplace and Fourier transforms of the solution to the ODE will give us the Green’s function for the diffusion equation.

\[
g(x, y, t) = \frac{1}{4\pi a^2(t-t)}e^{-\frac{x^2}{4a^2(t-t)}}.\]

The optical pulse is a finite heat source, so we can treat it as a distribution of point heat sources. We can merge the distribution of heat sources with the diffusion of a single point source in a convolution integral.

\[
T(x, y, z, t) = \frac{1}{\rho C} \int_0^t \int_0^\infty \int_0^{-\infty} f(x', y', z', t') \times g(x, y, z, t) dx' dy' dz' dt'.
\]

As we represent the heat distribution as a function Gaussian in \(x\) and \(y\) and exponentially attenuated by \(\gamma\) in \(z\).

\[
f(x', y', z', t') = f(t') \frac{\gamma_{\text{Peak}}}{2\pi\alpha b} e^{-\frac{x'^2}{\alpha^2}} e^{-\frac{y'^2}{\beta^2}} e^{-\frac{-\gamma z'}{\gamma' z}}.
\]

Our convolution integral is thus

\[
T(x, y, z, t) = \frac{\gamma_{\text{Peak}}}{2\pi\alpha b \gamma C} \int_0^t \int_0^\infty \int_0^{-\infty} f(t') e^{-\frac{x'^2}{\alpha^2}} e^{-\frac{y'^2}{\beta^2}} e^{-\frac{-\gamma z'}{\gamma' z}} dx' dy' dz' dt'.
\]

According to Gradshteyn and Ryzhik, we have the following spatial convolutions:

\[
f(x') \otimes g(x') = \int_{-\infty}^{\infty} e^{-\frac{x'^2}{\alpha^2}} e^{-\frac{(x'-\gamma')^2}{\beta^2}} dx' = \sqrt{\frac{\pi}{3\alpha^2(t-t')}} \frac{e^{\frac{x^2}{\alpha^2(t-t')}}}{2\alpha^2(t-t')}
\]

\[
f(y') \otimes g(y') = \int_{-\infty}^{\infty} e^{-\frac{y'^2}{\beta^2}} e^{-\frac{(y'-\gamma')^2}{\gamma^2}} dy' = \sqrt{\frac{\pi}{3\alpha^2(t-t')}} \frac{e^{\frac{y^2}{\beta^2(t-t')}}}{2\beta^2(t-t')}
\]

\[
f(z') \otimes g(z') = \int_{0}^{\infty} e^{-\frac{z'^2}{\gamma^2}} e^{-\frac{(z'-\gamma')^2}{\gamma'^2}} dz' - \frac{\sqrt{\pi}}{4a^2(t-t')} \frac{2\alpha^2(t-t')}{2\gamma'}
\]

These convolutions yield an analytical solution for temperature at any point, given a time of inspection, \(t\), and the timing of pulses, \(f(t')\).
\[ T(x, y, z, t) = \frac{P_{\text{peak}} e^{-x^2}}{4\pi \rho C_b^2} \int_0^t f(t') \frac{e^{-\frac{x^2+y^2+z^2}{2C_b^2(t-t')}}}{1 + \left( \frac{t'}{t-t'} \right)} \left( \frac{z}{4\alpha^2(t-t')} \right) \mathrm{erfc} \left[ \frac{2\alpha^2(t-t') + z}{\sqrt{4\alpha^2(t-t')}} \right] \mathrm{d}t'. \]  

Assuming a single instantaneous pulse at \( t = 0 \), we have \( f(t') = 0 \). Evaluation of the convolution with this idealization yields

\[ T(x, y, z, t) = \frac{P_{\text{peak}} e^{-x^2}}{4\pi \rho C_b^2} \int_0^t f(t') \frac{e^{-\frac{x^2+y^2}{2C_b^2(t-t')}}}{1 + \left( \frac{t'}{t-t'} \right)} \left( \frac{z}{4\alpha^2(t-t')} \right) \mathrm{erfc} \left[ \frac{2\alpha^2(t-t') + z}{\sqrt{4\alpha^2(t-t')}} \right] \mathrm{d}t'. \]

To find the thermal confinement limit, we examine the time immediately after the pulse, or when \( (t-t') \) is small. We evaluate this at \( (x, y, z) = (0, 0, 0) \) since the peak temperature will exist at the center of the distribution at the depth closest to the heat source.

\[ T(t)_{\text{Conf}} = \frac{P_{\text{peak}} e^{-x^2}}{4\pi \rho C_b^2} \int_0^t f(t) \mathrm{d}t. \]
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