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Abstract. We investigated two-photon absorption-based photoacoustic generation and compared it with corresponding photoluminescence emission. Experimental results revealed expected quadratic dependences on the incident optical fluence in both photoacoustic and photoluminescence processes. We also investigated the influence of optical scattering on the generation of two-photon photoacoustic and photoluminescence signals and found that photoacoustic signals attenuated more slowly than photoluminescence signals when the optical scattering coefficient was increased, which was attributed to a weaker ultrasonic attenuation than that of the optical attenuation in the scattering medium. Finally, we showed three-dimensional two-photon photoacoustic imaging.
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1 Introduction

The photoacoustic (PA) effect has been intensively investigated in recent years using various combinations of optical excitation and ultrasonic detection schemes aimed toward different applications. 1,2 In PA imaging, the first necessity is to identify a light source with the output wavelength and pulse duration suitable to image the sample of interest. Then, an ultrasonic transducer with appropriate bandwidth and geometrical configuration is chosen to detect the PA waves for imaging. The sizes and geometric arrangement of optical illumination and ultrasonic detection are determined by the anatomic site, size of the targeted tissue volume, required spatial resolution, and imaging depth. In almost all the existing PA imaging systems, PA signals are generated through linear optical absorption, i.e., optical energy is deposited through single-photon absorption. The PA generation through the nonlinear optical energy deposition induced by ultra-short near-infrared (NIR) pulses 3-5 has not been thoroughly investigated.

There are several potential benefits to conducting nonlinear optical-absorption-based PA imaging, especially in optical-resolution photoacoustic microscopy (OR-PAM). First, by employing NIR light excitation, the imaging depth of OR-PAM can be potentially extended to deeper regions in tissue as compared to visible light excitation. This is in full analogy with the improved imaging depth in two-photon (TP) fluorescence microscopy as compared with single photon confocal fluorescence microscopy. 6,7 Second, nonlinear optical absorption can often be tuned to be associated with specific molecular signatures, such as in stimulated Raman PAM 8 to achieve label-free molecular imaging. Third, because PA signal amplitude is proportional to the local optical energy deposition, a TP-PAM contrast agent requires only a large optical absorption cross section and a high local concentration to achieve high-quality imaging. In comparison, a contrast agent for TP fluorescence microscopy requires a high quantum yield, in addition to its absorption cross section and local concentration. As a result, contrast agent development for TP-PAM can potentially be greatly simplified from the current practice. Finally, TP-PAM can potentially penetrate even deeper than the TP fluorescence microscopy, since ultrasonic attenuation is much weaker than optical attenuation in biological tissue, 9 and TP-PAM is only subjected to one-way optical attenuation rather than the round-trip optical attenuation found in TP fluorescence microscopy.

Several groups previously studied the TP absorption-induced PA generation 10,11 and applied it to image the dye labeled samples in two dimensions. Although the quadratic dependence of PA amplitude on illuminating power density was obtained to verify the nonlinear absorption nature, these studies were not comprehensive because the quadratic dependence is not always obvious at low illumination fluence. Moreover, the influence of optical scattering on the TP-PA generation has not yet been investigated, and TP-PA imaging has not been demonstrated in optically scattering medium and in three dimensions.

In this paper, we first analytically formulated the TP-PA generation based on TP optical absorption and thermoelastic ultrasonic generation. Then, we experimentally measured the TP-PA signals from samples made from Rhodamine B solution using femtosecond laser illumination and acquired its quadratic amplitude dependence on incident laser fluence. We further conducted time-delay experiments to temporally overlap two femtosecond laser pulse trains to verify the nonlinear nature of the TP-PA generation and investigated the decay of the TP-PA amplitude on an increasing optical scattering coefficient in a scattering medium. At the same time, all the TP-PA studies were compared with correspondingly generated TP photoluminescence (PL) signals. Finally, we compared TP-PL and TP-PA imaging in turbid media and demonstrated the capability of volumetric TP-PA imaging.
2 Theory

TP-PA generation relies on TP absorption, which takes place when an electron migrates to an excited state by simultaneously absorbing two photons with a combined energy matching the electronic energy band gap. In tissue, TP absorption usually requires a much higher photon density than its one-photon counterpart to generate comparable fluorescence. We define the TP absorption cross section as \( \sigma^{(2)} \) [cm\(^4\)s]. The number of photons absorbed during TP excitation, \( N_{\text{abs}}(t) \), is given by an integration within the laser focus volume

\[
N_{\text{abs}}(t) = \int_V dV \sigma^{(2)}(C(\vec{r}, t)) I_L(\vec{r}, t),
\]

where \( C(\vec{r}, t) \) [molecules cm\(^{-3}\)] is a parameter related to the photobleaching of the material at position \( \vec{r} \) and time \( t \), and \( I_L(\vec{r}, t) \) [W cm\(^{-2}\)] is the incident laser fluence. Under stable optical illumination, the incident laser fluence can be separated into temporal \( I_L(t) \) and spatial \( S(\vec{r}) \) components as

\[
I_L(\vec{r}, t) = I_L(t) S(\vec{r}).
\]

Assuming negligible photobleaching and approximately constant spatial distribution, \( C(\vec{r}, t) \) and \( S(\vec{r}) \) can be considered as constants, which can be simplified as \( C \) and \( S \), where \( S^2 = \int dV S^2(\vec{r}) \approx \frac{8 n \lambda^2}{[\pi (\text{N.A.)}^4]} \) (Ref. 13). Hence, we have \( N_{\text{abs}}(t) = C S^2 \sigma^{(2)} I_L(t) \).

TP optical excitation occurs within a time scale that is much shorter than the radiative and nonradiative lifetimes of tissue, making it possible to approximate the excitation by a delta function \( \delta(t) \) and consider it as only a single pulse. After excitation, electron decay occurs by either radiative or nonradiative processes. The efficiency of the radiative process is given by the quantum yield \( \eta_2 \) [dimensionless] of the material, whereas the nonradiative efficiency can be considered as \( (1 - \eta_2) \).

The number of radiative \( N_R \) and nonradiative \( N_{\text{NR}} \) events created from a single laser pulse is, therefore, given by

\[
N_R = \frac{1}{2} \eta_2 N_{\text{abs}},
\]

\[
N_{\text{NR}} = \frac{1}{2} (1 - \eta_2) N_{\text{abs}} = \frac{1}{2} C S^2 \sigma^{(2)}(1 - \eta_2) I_L^2.
\]

The detected TP radiative fluence can be expressed as

\[
I_\text{RL} = \varphi_{PL} \sigma^{(2)} \eta_2 I_L^2 \left[ \frac{(NA)^2}{hc \lambda_L} \right]^2 = \varphi_{PL} \sigma^{(2)} \eta_2 I_L^2,
\]

where \( \varphi_{PL} \) is a constant related to the detector efficiency, \( I_L \) is the laser power, NA is the numerical aperture of the focusing objective, \( h \) is Planck’s constant, \( c \) is the speed of light, and \( \lambda_L \) is the incident laser wavelength.

The nonlinear PA signal amplitude \( I_{\text{PA}} \) acts similarly to the relation between nonlinear radiative \( I_\text{RL} \) and incident fluence with only the replacement of the radiative quantum yield. For ultrasonic signal amplitudes, expressing the signal in terms of the resulting ultrasonic pressure wave leads to the simplistic form \( I_{\text{PA}} = p_o c_o \), where \( c_o \) is the speed of the ultrasonic wave. When the pulse duration of the excitation laser is much shorter than the tissue’s thermal confinement and stress confinement thresholds, the ultrasonic pressure wave induced by the nonlinear excitation process is directly related to the nonradiative decay,\(^{14}\) or the energy to heat transfer, by

\[
p_o(\vec{r}) = \Gamma A(\vec{r}),
\]

where \( \Gamma \) [dimensionless] is the Grüneisen parameter and \( A(\vec{r}) \) [cm\(^{-3}\)] is the absorbed optical energy transferred to heat at the location \( \vec{r} \). Here, we can approximate \( A(\vec{r}) \cong N_{\text{abs}} E_{\text{ex}}(\vec{r}) \), where \( E_{\text{ex}} \) is the energy transferred in the decay over the density \( \rho(\vec{r}) \) in which absorption is taking place. By substituting \( A(\vec{r}) \), we can rewrite Eq. (6) as

\[
p_o(\vec{r}) \cong \frac{1}{2} \Gamma C S^2 (1 - \eta_2) E_{\text{ex}}(\vec{r}) \sigma^{(2)} I_L^2,
\]

which suggests a quadratic relationship between the TP-PA signal amplitude and the illuminating laser fluence \( p_o(\vec{r}) \propto I_L^2 \).

3 Experimental Materials and Methods

To experimentally verify the expected quadratic relationship, we built a system that can simultaneously detect both TP-PA and TP-PL signals based on a commercial inverted microscope platform (IX81, Olympus, Shinjuku, Japan) as shown in Fig. 1. We used an amplified femtosecond laser system (Solstice, Newport, Irvine) as the irradiation source. For the amplifier output, the wavelength was 795 nm, the pulse duration was 100 fs, and the pulse repetition rate was 1 kHz. Although the ultra-short oscillator output was used by other groups for TP-PA excitation,\(^{11,15}\) and the laser repetition rate is theoretically limited by the bandwidth of the ultrasonic detector, we intentionally used a 1-kHz amplifier output rather than the 80-MHz oscillator output in order to track each individual laser pulse.

We passed the amplified laser output through an attenuator to keep the mean power below 100 \( \mu \text{W} \). We split the attenuated laser pulses by a 50:50 beamsplitter (CM1-BS014, Thorlabs, Newton) and later rejoined them after routing one pulse (the Pulse 2 in Fig. 1) through a delay line. Routing Pulse 2 through
the delay line enabled us to adjust the temporal overlapping of 2 fs pulses to verify the nonlinear effect. For statistical analysis, we used a 0.1-NA objective lens (PLN4X, Olympus) to focus the laser illumination onto samples, allowing more precise control of the laser fluence at the focus. We used an EMCCD (C9100-13, Hamamatsu, Hamamatsu, Japan) to detect TP-PL signals at an exposure time of 100 ms, and a custom-made 40-MHz (60% wideband) piezoelectric needle transducer to detect the TP-PA signals. The TP-PA signals were amplified by 40 dB using a commercial amplifier (5678, Olympus) and were digitized by a digital oscilloscope (TDS5034B, Tektronix, Beaverton) at a sampling rate of 2.5 GS/s with averaging over 1000 frames. The laser amplifier synchronization output triggered both TP-PA and TP-PL acquisitions. For imaging experiments, we used a 0.45-NA NIR objective (LCPPlanN20X/0.45IR, Olympus) to focus the laser illumination onto the sample, where the laser fluence was kept constant. We used a 15-MHz ultrasonic detector (V313-SM, Olympus) and a photodiode (PDA36A, Thorlabs) to detect the ultrasonic and PL signals for image reconstruction, respectively. A removable mirror was placed in front of the EMCCD to switch between TP-PL signal and the image acquisitions. The detected signals were amplified 40 dB without averaging. A commercial galvanometer scanning mirror driven by a homemade Labview program was used to scan the optical illumination for imaging. The imaging speed is therefore limited by the pulse repetition rate of the amplifier.

We used Rhodamine B (Exciton) to make phantoms due to its high two-photon quantum yield as compared to other fluorescent molecules. The first phantom contained 0.3 mg Rhodamine B dissolved in 10 mL methanol, which yielded a density. Power density was adjusted using a polarization-based attenuator and measured with a calibrated integrating sphere.

4 Results and Discussions

Directly observing the quadratic power dependence of signal amplitude has been considered the standard proof to confirm the nonlinear nature of TP excitation. As the first step, we measured the variation of the PA signal amplitude with illuminating laser intensity. We also measured the variation of the correspondingly induced PL signal amplitude on the illuminating laser intensity for comparison. The experimentally measured amplitude variations of PA and PL are shown in Figs. 2(a) and 2(b), respectively. As expected, both signal amplitudes increase nonlinearly when we increased the laser output power from 40 to 100 μW. Polynomial fitting of the experimental data yields a power of 1.97 and 2.01 in the PA and PL processes, respectively. These results are consistent with theoretical expectations described in Eqs. (3) and (7). The log-plots of the TP-PA and TP-PL amplitude variations are also given in their respective figures as insets.

Although quadratic power dependences were observed in the TP-PA and TP-PL signals, linear absorption may be comparable to the TP absorption at lower incident powers, making quadratic fitting unreliable. To further verify the nonlinear nature of the TP-PA generation, we performed a time-delay experiment. As shown in Fig. 1, we separated a laser pulse by a beamsplitter and later rejoined the separated pulses after passing one of them through a delay line. We compared PA and PL intensities under four different illuminating cases as illustrated in Fig. 3. In Cases 1 and 2, only one of the separated pulses illuminated the sample; in Case 3, the two separated pulses immediately followed each other without temporal overlapping; and in Case 4, the two separated pulses completely overlapped temporally with each other. If the illuminating intensities in Cases 1 and 2 are I and εI, respectively, we can expect that

$$I_{PA\ Case\ 1} \propto I^2$$

$$I_{PA\ Case\ 2} \propto \varepsilon^2 I^2$$

$$I_{PA\ Case\ 3} \propto (1 + \varepsilon^2) I^2$$

$$I_{PA\ Case\ 4} \propto (1 + \varepsilon)^2 I^2,$$

(8)

Fig. 2 Amplitude variations of (a) TP-PA and (b) TP-PL signals with respect to irradiating laser power density. Power density was adjusted using a polarization-based attenuator and measured with a calibrated integrating sphere.
where $I_{PA\text{ Case}}$ represents the detected PA intensity for a particular illuminating case. If $\varepsilon = 1$, we should expect $I_{PA\text{ Case }4} = 2I_{PA\text{ Case }3} = 4I_{PA\text{ Case }2} = 4I_{PA\text{ Case }1}$. Similar relationships among PL intensities should also hold in these four cases.

Figure 3 shows the time-delay experiment results. Both the PA and PL intensities are normalized with respect to their values in Case 1. In the PA experiment, we have a normalized intensity $I_{PA\text{ Case }1} = 1.55 \pm 0.9$, which suggests $\varepsilon = 1.24 \pm 0.04$. Using the relationship shown in Eq. (8), we expect $I_{PA\text{ Case }3} = 2.55 \pm 0.09$ and $I_{PA\text{ Case }4} = 5.02 \pm 0.18$. As shown in Fig. 3, the experimentally measured normalized PA intensities in Cases 3 and 4 are $2.40 \pm 0.14$ and $4.95 \pm 0.15$, respectively, which agree with the expected values. In addition, the measured PL intensities also follow Eq. (8). As a result, the time-delay studies further verified a dominant quadratic power dependence in the TP-PA generation.

Since ultrasonic scattering is considered two orders of magnitude weaker than optical scattering in biological tissue,30 TP-PA microscopy is expected to offer larger penetration compared to TP-PL microscopy. Assuming the optical attenuation coefficients at the excitation ($\lambda_{ex}$) and emission ($\lambda_{em}$) wavelengths are $\mu_t(\lambda_{ex})$ [cm$^{-1}$] and $\mu_t(\lambda_{em})$ [cm$^{-1}$], respectively, the attenuation of the detected TP-PL amplitude should be proportional to $e^{-d[\mu_t(\lambda_{ex})+\mu_t(\lambda_{em})]}$, where $d$[cm] is the penetration depth. If we further define an effective ultrasonic attenuation coefficient $\beta$ [cm$^{-1}$], the attenuation of the detected TP-PA amplitude should be proportional to $e^{-d[\mu_t(\lambda_{ex})+\beta]}$. If we independently normalize the TP-PA and TP-PL signal amplitudes with respect to their maximum values, the ratio between the two normalized signals is proportional to $e^{-d[\mu_t(\lambda_{ex})+\beta]}$. If $\beta \ll \mu_t(\lambda_{em})$, we can expect that the attenuation ratio is only proportional to $e^{-d[\mu_t(\lambda_{ex})]}$.

We experimentally compared the influence of optical scattering on both detected TP-PL and TP-PA signal amplitudes. In our experiment, $d$ was held constant and we gradually changed the $\mu_t(\lambda_{ex})$ and $\mu_t(\lambda_{em})$ by varying the concentration of the silica sphere suspension. The experimental results are shown in Fig. 4. The index of refraction, $n$, of the silica spheres is approximately 1.44 for the nonlinear peak emission wavelength (600–610 nm) of Rhodamine B (actual values vary from 1.44 ≤ $n$ ≤ 1.467). A Mie theory algorithm was used to approximate the scattering coefficients for the incident laser and emitted radiation based on the silica sphere size, concentration, and medium index of refraction. To calculate the decay rate of the PA and PL amplitude versus the increasing scattering medium concentration, we first normalized the curves in Fig. 4 by their maximum values and took the natural log. Then, a linear function was used to fit the natural log values, where the slope of the resulting line quantifies the decay rate of the PA and PL signals. Finally, the ratio of the slopes from PA and PL (decay ratio) was taken to indicate how differently the PL and PA signals are affected by the changing scattering coefficient. Neglecting ultrasonic attenuation, Mie theory scattering predicts a decay ratio of 1.84 for the TP-PL to TP-PA decay. Experimental observations confirm that the PL signal amplitude decreases faster than the photoacoustic signal amplitude by a multiple of $\sim 1.53$.

Although the experimental decay ratio is similar to the theoretical estimation, we think that the deviation from the theoretical value could be due to several reasons. First, nonlinear beam pulses cause small changes in the refractive index of both the silica spheres and solution medium, which can cause fluctuations in predicted scattering values. Second, the index of refraction ($n$) of silica spheres can vary. Variations as low as $\Delta n = \pm 0.01$ can approximately cause an 18% difference in the TP-PL decay ratio over the 2-mm distance in our simulation study. Finally, the emission peak of Rhodamine B can be red-shifted in nonlinear excitation, causing a small percentage change ($\sim 2.5\%$ for $\Delta \lambda = 15$ nm) of the decay ratio.3,4

For a more direct comparison, we conducted the TP-PA and TP-PL imaging experiments simultaneously in turbid media. As previously described, Rhodamine B solution was pumped through a quartz capillary tube submerged in a scattering medium. We used a 15-MHz transducer for ultrasonic wave detection and an intralipid (1% concentration in water) solution as the scattering medium for optical attenuation. We used a higher NA objective to collect photons over a wider angle for TP-PA and TP-PL image comparison. Two-dimensional (2-D) (64 × 64) images were acquired at different intralipid concentrations for both TP-PA and TP-PL (Fig. 5). We can see that the TP-PL intensity drops faster than the TP-PA as the scattering coefficient increased in the medium. At a 1% concentration, the TP-PL signal almost vanished while we can still clearly visualize the capillary tube by TP-PA.

Three-dimensional (3-D) TP-PA imaging was obtained by stacking 2-D $X$-$Y$ images in a series of axial positions acquired.
at an 11-μm step size (Fig. 6). The tube diameter measured from the TP-PA image was 323 μm, matching the specifications from the manufacturer. The 3-D TP-PA reconstruction, as expected, resolved the inner diameter of the quartz capillary tube at a precision beyond the ultrasonic bandwidth limited axial resolution in linear PAM with a 15-MHz transducer, displaying another benefit of TP-PAM.

Imaging results also show the advantage of TP-PAM in specific scattering environments due to lower ultrasonic wave attenuation. Intralipid scattering has an approximately two times greater attenuation at the emitted wavelength (~600 nm) than the excitation laser (795 nm), significantly leading to more attenuation of the emitted light. Detector and optical setup efficiency affects direct comparison of TP-PL and TP-PA imaging; however, TP absorption efficiency and quantum yield of the contrast agent are more dominant factors that must be considered. Although high detector efficiency favors TP-PL, contrast agents with high TP absorption cross section and low quantum yield make TP-PAM feasible. Promising contrast agents for TP-PAM include several types of quantum dots and Au nanoparticles. Because tightly focused ultrafast laser pulses often lead to higher ultrasonic frequencies and ultrasonic attenuation increased with frequency, the signal-to-noise ratio of TP-PA imaging may decrease with imaging depth.

5 Conclusion

In summary, we experimentally measured the nonlinear nonradiative decay process of Rhodamine B using the generated ultrasonic waves that propagated through the medium. The results were compared with theory and showed lower attenuation in two-photon PA than PL in highly scattering media. TP-PA microscopy was demonstrated for 2-D and 3-D imaging. Characterization and imaging with PA generated ultrasonic wave is a relatively new field and information on the nonlinear PA effect is highly limited and of general interest. The emphasized advantage of the nonlinear NIR PA effect, shown in this letter, is its lower attenuation and theoretically identical resolution compared to its nonlinear PL counterpart. We expect this study to be useful in determining internal optical properties of materials where, due to high attenuation of both the pulsed laser and emitted radiation, signal attenuation is too high for direct optical observation. Nonlinear PA has the potential to further increase the imaging and characterization depth in highly
scattering mediums while keeping the high resolution associated with nonlinear optical imaging.
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