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Abstract. We propose in this work a model for describing visual acuity (V) as a function of defocus and pupil diameter. Although the model is mainly based on geometrical optics, it also incorporates nongeometrical effects phenomenologically. Compared to similar visual acuity models, the proposed one considers the effect of astigmatism and the variability of best corrected V among individuals; it also takes into account the accommodation and the “tolerance to defocus,” the latter through a phenomenological parameter. We have fitted the model to the V data provided in the works of Holladay et al. and Peters, showing the ability of this model to accurately describe the variation of V against blur and pupil diameter. We have also performed a comparison between the proposed model and others previously published in the literature. The model is mainly intended for use in the design of ophthalmic compensations, but it can also be useful in other fields such as visual ergonomics, design of visual tests, and optical instrumentation. © The Authors. Published by SPIE under a Creative Commons Attribution 3.0 Unported License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI.
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1 Introduction

High contrast visual acuity stands out as a good metric for assessing the optical quality of the eye. It is routinely measured at the prescription room, it only involves one parameter, and it presents strong correlation with defocus and/or astigmatism, which are the aberrations (along with transverse chromatic aberration) that really hinder the optical quality of the ametropic eye or the lens-eye system in the case of ametropic compensated eyes. In the case of ophthalmic lenses, these second-order aberrations appear at oblique gaze directions for constant power lenses or spread around a large portion of the lens for the variable power lenses. For healthy eyes without abnormal amounts of high order aberrations (HOA), and for defocus and astigmatism larger than about 0.75 D. blur and pupil size will mainly determine the visual acuity. However, for small values of second-order aberrations (defocus and astigmatism), visual acuity will depend on the complex interactions among all the factors affecting it.

The relationship between visual acuity (V) and blur has been comprehensively studied through the 20th century in many studies. Some of them were made with a reduced number of individuals under controlled conditions, and their goals were to relate the V with blur and other relevant parameters, such as the pupil diameter, accommodation, and presence of HOA. Other studies involved large samples of individuals, typically measuring the unaided V as a function of the refractive error. The refractive errors were all myopic ranging between −0.75 and −7.5 D. Holladay et al. compiled measurements from 12 previous studies to obtain a reference grid of V versus myopic defocus and pupil diameter.

Bradley et al. measured visual acuity of four individuals against artificially induced spherical and astigmatic blur. Two of the participants of this study had their accommodation blocked with tropicamide to test how accommodation helps keep high acuity when a low amount of negative defocus is present.

Villegas and Arta measured the visual acuity of a user of a progressive power lens when looking through different points on the lens and compared the obtained values with the coefficients of the Zernike polynomial expansion of the wavefront of the isolated lens and the lens-eye system. They also compared V with different metrics computed from the wavefront. These authors found that, at the regions located at both sides of the progressive corridor, the predominant factor in the loss of V was second-order astigmatism (the spherical defocus was corrected through the study) as its contribution to the wavefront error was an order of magnitude higher than that of the HOA.

Applegate et al. measured acuity by convoluting the optotypes with a point spread function (PSF) corresponding to isolated modes of Zernike polynomials. They found a linear variation of V with the amount of aberration coefficients, and the larger slopes were found to be those of second-order polynomials (corresponding to defocus and astigmatism).

Among the studies with a large numbers of participants, Pincus measured and tabulated the unaided visual acuity of a population of around 7600 young subjects was. Another classical study on the relationship between refractive blur and visual acuity is the Orinda Vision Study reported by Peters. In this work, the unaided visual acuity of a population of around 7200 subjects was measured. The differences between these two works are that in Peters’s, the sample were divided into three age groups, and no drugs were used to block accommodation or dilate the pupil. As V presents significant differences
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among individuals, even under similar conditions, those studies made with large samples provide meaningful information about the relation between mean visual acuity and spherical and astigmatic blur.

In addition to the measurements and clinical studies, some acuity models have been proposed in the literature. Legge et al. proposed an inverse relationship between \( V \) and defocus after measuring the Snellen visual acuity of four subjects. This model was further refined by Smith after analyzing a number of classical clinical studies and models on refractive error and visual acuity. Smith’s model is also based on an inverse relationship between \( V \) and the product of defocus and pupil diameter, as would be expected from a geometrical analysis of the problem. Smith also proposes a functional form that sets \( V \) as would be expected from a geometrical analysis of the problem.

Given the absence of practical clinical data, Peters established the relationship of this second-order blur as

\[
V \propto 1 \quad \text{for } \text{small } \theta
\]

asymptotic dependence of the mean acuity of large groups of people with large values of defocus and compare the measurements by Pincus and Peters, we find very different behaviors. First, because of its subjective nature and the multitude of factors affecting it, measurement of visual acuity is intrinsically inaccurate. For example, if we consider the asymptotic dependence of the mean acuity of large groups of people with large values of defocus and compare the measurements by Pincus and Peters, we find very different behaviors. The Pincus’s acuity measured values getting smaller much faster than Peters’s, most surely because of the dilation of the pupils in the exit pupil as a geometrical computation reveals that the blur patch on the retina has an elliptical shape with an average size that is proportional to the norm of the refractive error matrix.

Close examination of the available experimental data and models shows that accurate prediction of visual acuity is a formidable task. First, because of its subjective nature and the multitude of factors affecting it, measurement of visual acuity is intrinsically inaccurate. For example, if we consider the asymptotic dependence of the mean acuity of large groups of people with large values of defocus and compare the measurements by Pincus and Peters, we find very different behaviors. The Pincus’s acuity measured values getting smaller much faster than Peters’s, most surely because of the dilation of the pupils in the exit pupil as a geometrical computation reveals that the blur patch on the retina has an elliptical shape with an average size that is proportional to the norm of the refractive error matrix.

2 Materials and Methods

2.1 Visual Acuity Model

Let us consider an eye with refractive error at the plane of the entrance pupil \( R = [S, C \times \theta] \), with \( S \) and \( C \) being the sphere and cylinder, respectively, and \( \theta \) being the orientation of the cylinder axis. In terms of the eye aberrations, refractive error is given by the second-order aberrations of the eye. Therefore, if a planar wavefront arrives at the eye’s entrance pupil, and we describe the aberrated wavefront at the eye’s exit pupil as a series of Zernike polynomials, then it is well known that the coefficients of the second-order polynomials, namely \( c_{22}, c_{20}, \) and \( c_{22} \), are related to the refractive error \( [S, C \times \theta] \) through the following equations

\[
c_{22} = -\frac{1}{16} D^2 C \sin \theta \quad \text{and} \quad c_{20} = -\frac{1}{16} D^2 (2S + C),
\]

where \( D \) is the diameter of the entrance pupil of the eye. We may also describe the refractive error as the curvature of the wavefront at the entrance pupil of the eye when this wavefront produces a well-focused image on the retina. The matrix expression for this curvature is the dioptric power matrix described elsewhere

\[
R = \begin{bmatrix}
S + C \sin^2 \theta & -C \cos \theta \sin \theta \\
-C \cos \theta \sin \theta & S + C \cos^2 \theta
\end{bmatrix}
\]

\[
\equiv -\frac{16\sqrt{6}}{D^2} \begin{bmatrix}
\sqrt{2} c_{20} + c_{22} & \frac{c_{22}}{2} \\
\frac{c_{22}}{2} & \sqrt{2} c_{20} - c_{22}
\end{bmatrix}.
\]

A straightforward geometrical computation reveals that the blur on the retina has an elliptical shape with an average size that is proportional to the norm of the refractive error matrix when diffraction and HOA are neglected. This blur, \( \delta = ||R|| \), which coincides with the vector length defined by Thibos et al. and used by Raasch can be expressed in terms of the spherocylindrical components of the refractive error as

\[
\delta = \frac{1}{2} \sqrt{4H^2 + C^2},
\]

where \( H = S + C/2 \) is mean curvature of the wavefront, i.e., the spherical equivalent. The blur just described corresponds to the myopic, hyperopic, and/or astigmatic condition of the subject. This blur, however, can be modified by placing a compensating device before (ophthalmic and contact lenses) or inside the eye.
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The resulting refractive error can be written as $R^* = R - P$, where $R$ is the uncompensated refractive error of the individual and $P$ is the dioptric power matrix corresponding to the compensation. Normally, the compensating device would be designed so that $P = R$ and hence $R^* = 0$. But in many cases, the compensating device fails to fully compensate the refractive error at the whole field of view, in which case a nonzero resulting refractive error and its corresponding blur will be present. Predicting $V$ in such circumstances would be useful for evaluating the performance of the compensating device.

According to Smith, for high enough amounts of blur (around 1 D), the minimum angle of resolution $\text{MAR}$ is directly proportional to both pupil diameter and blur, i.e., $\text{MAR} \propto D \delta$. The $\text{MAR}$ is defined, according to the classical definition of resolution, as the angular separation between two object points whose blurred images overlap on the retina but still can be perceived as distinct ones. This tolerable overlapping (that may change among individuals) determines the proportionality constant between $\text{MAR}$ and $D \delta$, so following Smith, we will write

$$\text{MAR} = KD\delta. \tag{3}$$

The definition of blur, and hence the $\text{MAR}$ given by Eq. (3), does not depend on the cylinder axis. Nevertheless, if both $R$ and $P$ represent astigmatic wavefronts, the blur will depend on the relative orientation between them.

Equation (3) fails when the residual refractive error goes toward zero. Smith proposed the mathematical correction

$$\text{MAR} = \sqrt{1 + (KD\delta)^2}, \tag{4}$$

which asymptotically behaves as Eq. (1) for large residual refractive errors but smoothly forces the $\text{MAR}$ toward $1'$ when the defocus goes toward zero. That is an interesting idea, but it could be too rigid as it is precisely the transition region between the minimum $\text{MAR}$ $(1')$ and the asymptotic behavior that is more interesting to model because that is the region in which the subject clearly notices a drop of visual performance (e.g., near the boundaries of the visual field of a progressive lens). Also, minimum $\text{MAR}$ is locked to $1'$ and that cannot account for the variability of $V_{bc}$ that we find across any population. Using a similar idea as Blendowske’s, incorporating $V_{bc}$ into the model, we propose the next expression for the $\text{MAR}$

$$\text{MAR} = \left[\left(\text{MAR}_0(D)\right)^q + (KD\delta)^q\right]^{1/q}, \tag{5}$$

where $\text{MAR}_0(D)$ is the minimum resolution angle achieved by the best corrected eye, which is dependent on pupil size, and $q$ is a parameter that controls the speed at which the eye increase the $\text{MAR}$ from the minimum value to the asymptotic one as the blur increases. In other words, $q$ describes the tolerance to defocus of the eye we want to model. When the defocus is large, $\text{MAR}_0(D)$ can be neglected, and then we recover Eq. (1) as an asymptotic behavior of Eq. (5). When the defocus goes toward zero, $\text{MAR}$ tends to $\text{MAR}_0(D)$. Large values of $q$ would make the $\text{MAR}$ more insensitive to small defocus, but then the transition to the asymptotic behavior would be faster. Small values of $q$ would make the model more sensitive to small defocus, with a slower transition to the asymptotic regime. It is interesting to notice that, as said before, for large values of the blur, $\text{MAR} \approx KD\delta$ according to Eq. (3). However, some work predicts other functional dependence for the $\text{MAR}$ against large blurs, typically, $\text{MAR} \approx \delta^n$. This dependence could be easily incorporated to the proposed model by changing Eq. (5) accordingly, but we have preferred to keep the number of parameters as low as possible.

To use the model, we need a functional form for $\text{MAR}_0(D)$. Here, we could either use Atchison et al.’s or Holladay et al.’s tables of $\text{MAR}$ versus defocus at best correction. We selected Holladay et al.’s as their data are obtained as an average from many different experiments. For small values of the pupil diameter, the $\text{MAR}$ presents the inverse dependence characteristic of diffraction. As the pupil diameter increases, the $\text{MAR}$ first reaches a minimum value (for a pupil diameter of around 3 mm) and then increases at a slow rate due to the presence of HOA. Finally for pupil sizes larger than 6 mm, the $\text{MAR}$ stabilizes as a consequence of the Stiles–Crawford effect. We have modeled this behavior with a two-term function $\text{MAR}_0(D)$, the first one accounting for the inverse dependence on pupil size for small pupils and the second one a sigmoid type function, negligible for small pupils and growing to a stationary value for larger ones

$$\text{MAR}_0(D) = a \frac{D}{\left(1 + cD^2\right)}, \tag{6}$$

where $D$ is the pupil diameter and $a$, $b$, and $c$ are fitting parameters. Many other functions can be used to reproduce the experimental behavior, but the one proposed in Eq. (6) provided the best statistical results with the smallest number of parameters. The minimum value of $\text{MAR}_0(D)$ is 0.45 arc min (corresponding to a $V$ of 2.2 in decimal scale or $-0.34$ LogMAR), and this value is found for a pupil diameter of 3 mm. However, we want to account for the variability of the peak $V$ among different individuals, so we will define the individual minimum resolution angle as

$$\text{MAR}_0(D, V_{bc}) = \text{MAR}_0(D) - 0.45 + V_{bc}^{-1}, \tag{7}$$

which is the fit to Holladay et al.’s data vertically displaced so that its minimum value matches the minimum of the individual whose $V$ we want to model. This is given by the best corrected visual acuity, $V_{bc}$, which is routinely measured in a typical eye examination and accounts for some of the nonparaxial, retinal, and neural effects on the $V$ versus defocus model of an individual. More details about the fitting of $\text{MAR}_0(D)$ can be found in the results section (see Fig. [8]).

The final thing to take into account is the effect of accommodation. This parameter is not considered in previous models although its effect on visual acuity when positive refractive errors are induced in young individuals is well known. For example, if we want to predict the loss of visual acuity due to the effect of oblique aberrations and/or unwanted astigmatism and sphere error when looking through an ophthalmic lens, we should take into account the capacity of the eye to accommodate and compensate for positive errors, as said before. As expressed in Eq. (6), $\text{MAR}$ is a monotonically growing function of blur, so accommodation should minimize $\delta$ to improve $V$. We can also assume that the effect of accommodation $A$ is to simply change the spherical component of the refractive error.
log \( \text{MAR} = \frac{1}{q} \log_{10}[\text{MAR}_0(D)^q + (KD\delta)^q] \). \hspace{1cm} (11)

The logMAR scale reflects the correct psychophysics approach to describe visual acuity when it is measured with optotypes whose size changes in geometrical (exponential) progression. Because of this, logMAR scale allows for direct average of \( V \) from optotypes in different charts. Although decimal scale could be less common for clinical researchers, we will use it for fitting and statistical analysis, as it is better mathematically behaved and the significant behavior difference between both scales appears at very low \( V \); further, we are mainly interested in the modeling of high visual acuity.

3 Results and Discussion

In Fig. 4, we first show the fit of the function \( \text{MRA}_H(D) \) to Holladay et al.’s data, as it is part of the \( V \) model. As stated, Holladay et al. compiled measurements from 12 previous studies to obtain a reference grid of \( V \) versus myopic defocus and pupil diameter. To obtain the fitting parameters in \( \text{MRA}_H(D) \), we have used only the data for zero defocus.

The fitting of Eq. (10) to Holladay et al.’s data, when \( D \) is measured in millimeters and \( \text{MRA}_H \) in arcminutes, are: \( a = 0.897 \pm 0.013 \) (0.884, 0.910) mm, \( b = 0.49 \pm 0.03 \) (0.462, 0.524) arcmin, and \( c = 0.017 \pm 0.004 \) (0.013, 0.021) mm\(^{-3} \), where the error values are given by the boundaries of 95% confidence level.

As shown in Fig. 5, the model fits the experimental data well, the fit residuals presenting a standard deviation of 0.017. Had we wish to customize the model for a given individual, it would be necessary to measure the visual acuity for different pupil sizes and fit the model given by Eq. (10) to those data.

To check the consistency of the whole model, we used the function \( \text{MRA}_H(D) \) with the coefficients thus obtained to fit the remaining Holladay et al.’s data, i.e., the values of \( V \) with respect to nonzero blur and pupil size. To compare with existing models, we have selected Smith’s as it has a dependency with both blur and pupil diameter. However, in its original form, Smith’s model will always predict maximum \( V \) equal to 1; hence, it will not properly fit Holladay et al.’s data for which maximum \( V \) is far greater than 1. To make a fair comparison, we have then modified Smith’s model as

\[ V_S(D, \delta) = [V_{hc}^2 + (KD\delta)^2]^{-1/2}. \]  

\( V_{hc} \) being now the maximum uncorrected visual acuity predicted by the model.

The results of the fitting are shown in Fig. 6 where we have plotted the curves of \( V \) obtained with the two models against blur for six different pupil sizes, and in Table 1 where we show the values of the model parameters and their 95% confidence intervals. It is important to notice that, for the proposed model, function \( \text{MRA}_H(D) \) is fixed, and the only fitting parameters are \( K, q \), and \( V_{hc} \). For Smith’s model, the fitting parameters are the coefficients \( K \) and \( V_{hc} \).

The overall fitting quality of the proposed model to Holladay et al.’s data is good for all diameters except \( D = 1 \) mm, while modified Smith’s model fails for all diameters in the low-blur region. This suggests that the incorporation of the \( q \) parameter and the dependence of \( V_{hc} \) with pupil diameter are significant to properly describe the behavior of \( V \) against blur and pupil diameter.
The values of the coefficients obtained along with the 95% confidence interval are presented in Table 1. We have also included a set of goodness-of-fit statistical indicators. These are the adjusted $R^2$ coefficient, the root mean square error (RMSE) of the residuals, and the coefficients Akaike indicator coefficient (AIC) and Bayesian indicator coefficient (BIC) based on information theory, which are more useful to compare the quality of fitting of different models to the same dataset.

For the proposed model, both AIC and BIC are much lower than the values obtained for the modified Smith’s model, which indicates that the proposed model is a better tool for fitting Holladay et al.’s data. This is corroborated by the values of both $R^2_{adj}$ and RMSE.

We have also compared the proposed model with those of Raasch’s model and Blendowske’s model by fitting to the data reported by Holladay et al. However, as those models lack an explicit dependence with pupil diameter, we have fitted separately the data corresponding to different pupil sizes to make a fair comparison. Obviously, this would mean that the fitting parameters will show a dependence with the pupil diameter (ideally not for the proposed model). Blendowske’s model only has one parameter and is defined by the expression

$$V_B(\delta) = \frac{V_{bc}}{1 + \delta^2}. \tag{13}$$

Raasch’s model, when expressed in terms of decimal visual acuity, is defined as

$$V_R(\delta) = 10^{-[A_0 + A_1 \log_{10}(\delta) + A_2 \log_{10}(\delta)]}, \tag{14}$$

where $A_0$, $A_1$, and $A_2$ are the model parameters that lack a clear physiological meaning.

We show the results obtained for the pupil diameters of 0.5, 1, 2, 3, 5, and 7 mm in Fig. 3. As in the previous analysis, we omit pupil diameters 6 and 8 mm to avoid cluttering the figures and because the three models behave very similarly at these diameters as they do for 5 and 7 mm. As it can be seen in this figure, the proposed model correctly fits the data for all the diameters considered. Blendowske’s model fits correctly the data corresponding to medium-sized pupils (2 and 3 mm). For small pupils it fails for all blur values, whereas for large pupils it seems to provide good prediction for large values of blur.

In turn, Raasch’s model fits quite well the visual acuity for moderate to large blur for each pupil, but it is not able to correctly predict $V$ for low values of blur. This is due to the mathematical properties of the fitting function. In terms of decimal acuity, it tends to zero as the blur goes to zero. In terms of
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Table 1: Value of fit parameters and statistical indicators of goodness-of-fit for the fit of Holladay et al.’s data with the proposed and Smith’s models. Legend: $R^2_{adj}$, adjusted $R^2$ coefficient; RMSE, root mean square error of the residuals; AIC, Akaike information coefficient; BIC, Bayesian information coefficient. The limits of the 95% of the confidence interval for the fitting parameters are expressed as error limits.
logMAR acuity, it diverges. We have to assume that Raasch’s model was intended for describing the loss of V at medium to large blur.

The values obtained for the fitting parameters are given in Table 2. Regarding the proposed model, both \( V_{bc} \) and \( K \) present stable values (and they also have a reduced interval of confidence), as is expected given the dependence of this model with the pupil diameter. The coefficient \( q \) is not so well behaved, as it varies between 0.89 and 3.03 with increasing confidence interval for high pupil sizes. This could be due to the fact that \( q \) affects the shape of the \( V \) curve mainly for blur values smaller than 1 \( D \). Holladay et al.’s data only provide two points per curve in this interval, so there is probably not enough information to reduce the uncertainty on \( q \).

In the case of Blendowske’s and Raasch’s models, the data collected in Table 2 show a strong variation of the fitting parameters with the pupil size, as is expected by the nature of these models. It is particularly interesting that, for Raasch’s model, the values of both \( A_1 \) and \( A_2 \) increase with the pupil size (albeit due to the high width of the confidence interval, it is difficult to state this conclusively), which may hint a possible way to introduce pupil size dependence in this model.

In Table 2, we present the values of the coefficients that indicate the goodness-of-fit for all the pupils considered. Now, with respect to the coefficients listed in Table 2, we have added AICc, which is a variant of AIC corrected for small sample sizes, and wAIC, which is the weight of evidence that indicates the probability that a given model represents the true fit to the data when compared to other models for the same dataset. The proposed model presents the highest value of wAIC for all the pupil sizes considered, so it statistically represents the best choice (this is emphasized by the fact that AIC, AICc, and BIC reach minimum value for the proposed model for all pupil sizes). Raasch’s model is handicapped by its behavior at zero blur. Had we removed the first point in each curve, its statistics would have improved. Nevertheless, we have kept the zero blur points as the predictions for low blur values are important to us.

We have also tested the proposed model with a larger data set, for which we have selected the data provided by Peters that were obtained within the Orinda Vision Study. Those data are distributed into three age groups and the population sample includes hyperopes, so it is possible to check the effect of accommodation on the visual acuity as predicted by our model. To do so, we have to make use of the accommodation parameter, \( A_{max} \), introduced in Eqs. \((8)\) and \((9)\).

Peters’s data are represented as acuity iso-lines in the sphere-cylinder plane. These kinds of representations should comply with the spherocylindrical transposition invariance condition stated by Harris. This condition implies that the slope of the \( V \) iso-lines at the \( C = 0 \) axis must be fixed and equal to 2. Peters’s representation of \( V \) data from Orinda study does not fully comply with this requirement. This somewhat restricts the utility of this representation, but we have still chosen to keep this data for two reasons. First, because contrary to what happened in other studies such as Pincus’s, the subject accommodation was not blocked; therefore, in Peters’s cohort the subjects may compensate positive defocus by the use of accommodation (this can be readily seen in the plots of Peters’s work). Second, although Peters’s representation of \( V \) may be inaccurate at some places, the source for his data, the large and thorough Orinda study, should provide overall meaningful information. In addition, the proposed model is mathematically invariant under transposition, so fitting data obtained from Peters’s representation will not alter this property. Further, out of the three age groups created by Peters, we have chosen the third one (45- to 55-years old), as the representation of this group presents the smallest violation of transposition invariance.

Another aspect that Peters’s data is that there is no information about pupil size. Therefore, if we try to directly adjust our model to those data, we would not be able to distinguish the effect of pupil diameter and that of the parameter \( K \), as they are highly correlated according to Eq. \((8)\). Indeed, when we tried to fit the full five parameter model to Peters’s data, we got overfitting and large error bounds for both \( K \) and \( D \). To better understand this issue, we conducted different fits of Peters’s data, limiting the fitting parameters to \( D, q, A_{max} \), and \( V_{bc} \), using in each fit a different value of \( K \) within the interval [0,1], which according to previous work is where this parameter should lay.

In Fig. 8 we plotted, as a function of \( K \), the fitting coefficients \( \{V_{bc}, D, q, A_{max}\} \) and the goodness-of-fit indicators RMSE and AIC. We observe that as \( K \) grows from 0.1 to 0.4, both RSME and AIC get smaller, so the goodness of the fit improves. Also, in this interval, the pupil size is limited by the upper bound set in the fitting algorithm (8 mm). For \( K \) ranging from 0.4 to 1,
we observe that the fitted pupil size satisfies the relation \( KD = 2.4 \) mm, with the values for the other fitting parameters and the goodness-of-fit indicators remaining at almost constant values. Therefore, in this case, \( K \) and \( D \) are not independent but inversely proportional.

Up to this point, we have considered the model as mainly intended to provide individual prediction of visual acuity under different blur situations. Under this approach, we would assess or measure individual parameters as \( V_{bc}, q, K, \) and \( A_{\text{max}} \), and from them, the model would predict \( V \) for any given astigmatic blur (normally induced) and pupil size. Peters’s data require a different approach, as he used the uncorrected visual acuity measured to a large population sample (around 2000 people in each age group) to obtain the behavior of the average acuity as a function of spherical and astigmatic defocus. We may consider his \( V \) plot as the average of many individual \( V \) plots obtained by inducing spherical and cylindrical defocus to the same individual with its own parameters \( V_{bc}, D, q, \) and \( A_{\text{max}} \). Hence, by fitting our model to Peters’s data, the values we obtain for the fitting parameters are to be understood as “averaged” over a large population sample. Particularly, within this data set, \( K \) no longer has individual meaning. As individual maximum acuity is lost, the term \( MAR_{0} \) becomes less relevant and \( K \) couples with \( D \) in the product \( KD \) appearing in the second term of Eq. (4).
According to the previous discussion, we can choose any value of $K$ in the interval $[0.4, 1]$. In particular, the value $K = 0.8$ corresponds to an optimum pupil size of 3 mm. For these values the comparison between Peters Group III and the predicted acuity is shown in Fig. 3. The group III was formed by the patients with ages between 45 and 55 years old. The resulting fitting parameters are $V_{bc} = 1.05 \pm 0.01$, $D = 3.15 \pm 0.01$ mm, $q = 3.0 \pm 0.1$, and $A_q = 0.966 \pm 0.004$ D. The contour plots are depicted in Fig. 3. There is a remarkably good agreement in the myopic region and overall good agreement in the hyperopic region. The biggest differences happens at the region with medium hyperopia with moderate cylinder, but even though the iso-lines from the model and the experimental data get more separated here, the actual differences in visual acuity are small, as in this region $V$ is around 0.3 and decreases slowly with both spherical and cylindrical defocus.

These results can be improved by using the averaged nature of Peters’s data. To do so, for each $(S, C)$ pair, we generated a set of $N$ random values from the four fitting parameters $\{V_{bc}, D, q, A_{max}\}$, using a Gaussian random number generator. In this way, we have an $N \times 4$ matrix with rows representing a random state of the fitting parameters $\{V_{bc}, D, q, A_{max}\}$, and we computed the visual acuity corresponding to each of those states, $V_j = f_V(S, C, V_{bc}, D, q, A_{max})$, where $f_V$ stands for the function described in Eq. (10). Finally, we computed the average value of the visual acuity $\langle V_j \rangle$ which depends on the spherical and cylindrical errors and also, on the mean and standard deviation of each fit parameter used in the Gaussian random number generator. To simplify the fitting problem, we used fixed values for the standard deviations of the randomly generated parameters, so the average value of the visual acuity obtained for each $(S, C)$ pair only depends on the set of mean values $\{\langle V_{bc} \rangle, \langle D \rangle, \langle q \rangle, \langle A_{max} \rangle\}$, which are the fitting parameters of our problem.

The results of this averaging approach are shown in Fig. 4. Compared to the contour plots of Fig. 3 we obtained a better fit in the region of small hyperopia with cylinder $\sim$1 D, without losing fit quality in the other zones. As it happened in the previous fit without averaging, the fit results are better in the zone of myopic defocus. Further, if the accommodation were not included in the model, any fit to hyperopic blur would had been impossible. For the fit with averaging, we have also taken $K = 0.8$, and the fitting results are $V_{bc} = 1.338 \pm 0.006$, $D = 3.01 \pm 0.01$ mm, $A_{max} = 0.917 \pm 0.005$, and $q = 2.46 \pm 0.05$.

### Conclusions

A geometrical model of visual acuity that incorporates nongeometrical effects in a phenomenological way has been proposed. Following the works of Smith, Raasch, and Blendowske, the proposed model incorporates the effects of pupil diameter and astigmatic blur and takes into account the best corrected visual acuity of a given individual. In addition, we have introduced a phenomenological parameter $(q)$, which controls the variation of the acuity for low blur levels, where purely geometrical models fail. This parameter can be associated with the “tolerance to defocus” of a given subject. The proposed model also considers the variation of the best corrected acuity with pupil diameter. Finally, the incorporation of the accommodation in the blur allows for a reasonably good prediction of the visual acuity for hyperopes, individuals with induced positive defocus or in situations of near vision.

These features make the model suitable for designing ophthalmic compensations, particularly for lenses with variable power, which present a considerable induced defocus that will impair the acuity of the user.

The model has been fitted to the data compiled by Holladay et al. Using the subset of $V$ against pupil diameter when no blur is present, we are able to set MRA$_0(D)$, which describes the behavior of the minimum resolvable angle as a function of the pupil diameter. This information is used to fit the model so that it is able to accurately predict the acuity for any value of blur and pupil diameter for all the remaining data of Holladay et al.’s set. In this fit, all the model parameters seem to have statistical significance, and the values of the Bayesian statistics coefficient AIC and BIC, together with the low error levels in the fitted parameters, indicate that no overfitting is present. Moreover, the proposed model compares favorably with other published models such as the ones by Smith, Raasch, and Blendowske.
The suitability of the proposed model to fit the visual acuity measurements reported by Peters over a large population has also been studied. In this case, there is no point to speak of individual parameters, so the obtained values should be understood as average values extended over the sample.

For both types of experimental data (Holladay et al.’s and Peters’s), the results show the ability of the model to describe the dependence of the visual acuity with the refractive error, including the effect of pupil diameter (when available) and that of accommodation. This could be useful in designing ophthalmic compensations or when a simple modeling of the human visual system is requested as, for example, in problems of visual ergonomic, visual test design, evaluation of ocular compensation techniques, and optical instrumentation.
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