Fourier ptychographic microscopy using wavelength multiplexing

You Zhou
Jiamin Wu
Zichao Bian
Jinli Suo
Guoan Zheng
Qionghai Dai

Fourier ptychographic microscopy using wavelength multiplexing

You Zhou,* Jiamin Wu,* Zichao Bian,* Jinli Suo,* Guoan Zheng,* and Qionghai Dai*    
*Tsinghua University, Department of Automation, Beijing, China  
*University of Connecticut, Biomedical Engineering, and Electrical and Computer Engineering, Storrs, Connecticut, United States

Abstract. Fourier ptychographic microscopy (FPM) is a recently developed technique stitching low-resolution images in Fourier domain to realize wide-field high-resolution imaging. However, the time-consuming process of image acquisition greatly narrows its applications in dynamic imaging. We report a wavelength multiplexing strategy to speed up the acquisition process of FPM several folds. A proof-of-concept system is built to verify its feasibility. Distinguished from many current multiplexing methods in Fourier domain, we explore the potential of high-speed FPM in spectral domain. Compatible with most existing FPM methods, our strategy provides an approach to high-speed gigapixel microscopy. Several experimental results are also presented to validate the strategy. © 2017 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JBO.22.6.066006]
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1 Introduction

Comprehensive understanding and statistical analysis have been a major trend in various biomedical applications, such as cell division,1–3 tumor metastasis,4–6 and vesicular transport.7–9 This brings an urgent demand for high-throughput data acquisition, especially for high-speed gigapixel microscopy in imaging. However, in a common microscopy system, the space–bandwidth product (SBP) is fundamentally limited to several megapixels. An objective lens with a large SBP is hard and expensive to produce. To meet the requirement of high-throughput, many methods10–14 have been proposed. However, the data acquisition speed of these methods remains a big challenge. This poses a great limitation on many in-vivo applications with rapid changes. Among these methods10–14 Fourier ptychographic microscopy (FPM)11 is a recently developed technique for wide-field high-resolution imaging. By simply replacing the traditional illumination with a programmable light-emitting diode (LED) array, FPM introduces multangle coherent illumination to a conventional microscope for larger SBP. The sample is successively illuminated by LEDs with different incident angles, and a sequence of images is collected correspondingly. As each captured image contains the information of different spatial frequencies, the sequential images can be stitched together in Fourier domain by applying a phase retrieval algorithm.11–16 FPM can achieve gigapixel imaging without mechanical scanning and can greatly expand the SBP of an objective lens with a low numerical aperture (NA).

The main limitation of the FPM technique is its time-consuming process for data acquisition as aforementioned. Specifically, the original FPM system11 spends several minutes in collecting ~200 low-resolution images to recover the high-resolution complex field of the sample. This limitation makes FPM hardly able to observe dynamic samples and greatly narrows its applications in biological imaging. The methods13,15,16 proposed to solve this problem can mainly be classified into two categories. The one is to reduce the redundant sampling,17–20 and the other is to perform information multiplexing in Fourier domain.12,21–23 However, for the multiplexing approaches, the inverse problem of separating the aliased information within a single image is underdetermined. Therefore, the multiplexing ability is restricted, and the rapid data acquisition of FPM is still hard to implement. Specifically, previous multiplexing approaches23,22 can only shorten the acquisition time from several minutes to tens of seconds. Tian et al.14 realized the observation of dynamic in-vitro samples with high-power LEDs and a better control circuitry to fasten the synchronization between the LED array and the sCMOS camera, but it still has much room for improvement.

In this paper, we propose a wavelength multiplexing strategy of FPM. As different wavelengths pass independently through the optical elements, wavelength multiplexing can considerably enlarge the transmission capacity.24 Wavelength multiplexing has been used in the field of optics for a long time, not only in wavelength-division multiplexed optical communications,24,25 but also in ultrafast real-time optical imaging26 and single-shot ultrastiff tomographic imaging.27 This study is the first time wavelength multiplexing is adapted to FPM to speed up its data acquisition process. We term it wavelength multiplexed Fourier ptychographic microscopy (WMFPM).31 Our strategy bypasses the limited optical SBP of the objective lens. It makes the techniques of high-speed gigapixel imaging in macroscenes32 able to be applied in microscopy with traditional objective lens. In the WMFPM strategy, we utilize different wavelengths to label different spatial frequencies of the sample. Both the process of data acquisition and the reconstruction algorithm are redesigned to reduce the total number of illuminations to its $1/N$, where $N$ equals to the number of wavelengths. A proof-of-concept prototype system is built to validate the strategy. Several experimental results,
including the resolution chart and kidney cells, are presented. Numerical simulations are also presented for the performance analysis. In addition, the multiplexing ability of the proposed WMFPF might be further improved theoretically as it is compatible with most multiplexing techniques in Fourier domain.\textsuperscript{14,21,22}

2 Methods

2.1 Framework of Wavelength Multiplexed Fourier Ptychographic Microscopy

The comparison between the WMFPF strategy and the original FPM is shown in Fig. 1. An objective lens can be viewed as a low-pass filter in Fourier domain due to its limited NA. The original FPM method expands the NA of an objective lens using multilayer illumination. As such, the optical resolution is improved. Since an incident beam from a specific LED makes a certain lateral shift of the sample’s Fourier plane, the image sequence captured under various angular illuminations represents a temporal scanning in Fourier domain, as shown in Fig. 1(a).

Distinguished from most multiplexed FPM techniques in Fourier domain,\textsuperscript{14,21,22} we explore the potential of information multiplexing for FPM in the spectral domain. The WMFPF framework uses multicolor LEDs, each of which has a narrowband wavelength coverage to simultaneously illuminate different circular regions in a sample’s Fourier plane, as shown in Fig. 1(b). It introduces a superposition of several shifts of the sample’s Fourier plane in each measurement, resulting in a reduction of the acquisition time. For multiplexed FPM techniques in Fourier domain,\textsuperscript{14,21,22} the inverse process to separate the multiplexed information aliased in a single image limits the multiplexing ability and requires more computation time for the optimization of the underdetermined inverse problem.

To the contrary, our WMFPF strategy labels the spatial frequency information in different circular regions by separated narrowband spectral channels (or wavelengths). As the captured data are intrinsically not aliased in these nonoverlapping spectral channels, they can be easily separated through optical or imaging devices, such as diffraction gratings and RGB cameras, without the aforementioned limitations. More comparisons between previous multiplexed FPM techniques in Fourier domain\textsuperscript{14,21,22} and our WMFPF strategy will be mentioned in Sec. 4.3.

The WMFPF framework includes the following steps. First, the number of wavelengths in use is determined, and a sequence of illumination patterns with wavelength multiplexing is designed. An illumination pattern is a combination of several angular incident lights labeled by different wavelengths using a programmable multicolor LED array. The sequence of illumination patterns should ensure that a large area in Fourier domain of the sample can be covered completely. Second, the illumination patterns are lit up one by one, and an image sensor is used to capture corresponding multicolor data. Finally, the multicolor data are separated based on different wavelengths.

An assumption of our WMFPF strategy is that the responses of many biological samples are nearly the same across different spectral channels; except for the wavelength-dependent resolution and the chromatic defocus aberation. Otherwise, the correspondence between spectral domain and Fourier domain will no longer valid. Fortunately, a thin label-free phase object often satisfies this assumption. Previous studies\textsuperscript{33–37} have demonstrated phase retrieval techniques by tuning multiwavelength illumination for nondispersive objects. Even a phase imaging method under a white-light source has been proposed.\textsuperscript{38} These methods\textsuperscript{33–37} assume that the specimen maintains similar transmission properties across a large bandwidth. In our strategy, the differences of wavelength-dependent resolution vary the sizes of the circular regions in the Fourier plane. The chromatic defocus aberation, caused by the different propagation speeds of different wavelengths through the optical system, can be calibrated by introducing a phase-shift factor.

2.2 Representative Realization of Wavelength Multiplexed Fourier Ptychographic Microscopy

To validate the capability of the WMFPF, we build a proof-of-concept prototype system, called red, green, and blue (RGB) multiplexed FPM (RGB-MFPM). The schematic of the system is shown in Fig. 2(a). It is a simplified but representative realization of the aforementioned WMFPF strategy, which accomplishes threefold reduction of the acquisition time. We utilize an LED array with three colors (RGB) to realize the “line pattern” illumination shown in Fig. 2(b). An RGB camera is used to collect the data labeled by three colors simultaneously. Figure 2(c) is a photograph showing the prototype system. The three-color (RGB) illumination enables the use of a common RGB camera instead of three monochromatic cameras with narrowband color filters. The RGB-camera system just requires relatively minor modification of the off-the-shelf FPM system\textsuperscript{14} without adding extra optical devices. To the contrary, a monochromatic-camera system needs more cameras and additional light paths for beam splitting and wavelength filtering. What needs to be noted here is that the intrinsic drawbacks (such as spectral cross talk, chromatic defocus aberation, and equivalent downsampling by a Bayer filter) introduced by the RGB camera can all be eliminated in our strategy. These solutions will be specifically discussed in Secs. 2.2.1, 2.2.4, and 4.1, respectively.

Each LED unit is set to a certain color, as shown in the close-up of Fig. 2(c). According to the relative luminous intensity curve of LEDs and the quantum efficiency curve of the RGB camera shown in Fig. 2(d), we find that the LEDs have no spectral overlap while the RGB camera has almost independent responses to these different color illuminations. However, the green channel relatively has a high response (∼0.12 quantum
efficiency) to blue LEDs, which may introduce the cross talk and therefore decrease the quality of reconstruction. The problem can be solved by a preliminary calibration step, which will be specifically discussed in Sec. 2.2.1. Alternatively, using blue LEDs with shorter wavelengths (e.g., with 420-nm centered wavelength) might avoid the spectral cross talk.

The data acquisition process of RGB-MFPM works as follows: first, we light up the adjacent three-color (RGB) LEDs in a “line unit” simultaneously, as shown in the left top of Fig. 2(b). Second, the 15 × 5 line patterns are sequentially lit up from left top to right bottom, as shown in Fig. 2(b). The corresponding Fourier space coverage is shown in the middle right of Fig. 2(a). Third, we use an RGB camera to capture a sequence of RGB images of the sample under each line unit illumination. An improved algorithm is designed for reconstruction. Before reconstruction, some preprocessing steps are conducted and wavelength-dependent parameters are also introduced as follows.

### 2.2.1 Multiwavelength separation

As shown in Fig. 2(a), once a line unit is illuminated, we capture the multiplexed information of three different Fourier areas labeled by three different wavelengths. However, the spectral response of a color channel is not completely isolated from the others, which causes the cross talk problem as described earlier. In particular, the blue LED light will be detected by the green channel in our real setup. To mitigate the problem of color leakage or spectral cross talk, we use the color-leakage correction method. In the method, the signal measured in a color channel is expressed as the sum of the light of the desired color and the lights of other colors, which can be written as

\[
\begin{bmatrix}
\tilde{I}_R \\
\tilde{I}_G \\
\tilde{I}_B \\
\end{bmatrix} =
\begin{bmatrix}
\rho_{R}^{R} & \rho_{G}^{R} & \rho_{B}^{R} \\
\rho_{R}^{G} & \rho_{G}^{G} & \rho_{B}^{G} \\
\rho_{R}^{B} & \rho_{G}^{B} & \rho_{B}^{B} \\
\end{bmatrix}
\begin{bmatrix}
I_R \\
I_G \\
I_B \\
\end{bmatrix},
\]

where \(I_{m}\) represents the real response of the \(m\) channel to the \(m\)-color LED light and \(I_{\beta}\) is the signal (with color leakage) measured in the \(m\) channel of the detector, respectively (\(m = R, G, \) and \(B\)). The coefficient \(\rho_{\beta}^{m}\) represents the detector response of the \(m\) channel to the \(n\)-color LED light \((m, n = R, G, \) and \(B)\) and can be easily measured by the \(m\) channel of the detector under the \(n\)-color LED light without the sample. Then, the real measurement of the light intensity at each color can be calculated as

\[
\begin{bmatrix}
I_R \\
I_G \\
I_B \\
\end{bmatrix} =
\begin{bmatrix}
\rho_{R}^{R} & \rho_{G}^{R} & \rho_{B}^{R} \\
\rho_{R}^{G} & \rho_{G}^{G} & \rho_{B}^{G} \\
\rho_{R}^{B} & \rho_{G}^{B} & \rho_{B}^{B} \\
\end{bmatrix}^{-1}
\begin{bmatrix}
\tilde{I}_R \\
\tilde{I}_G \\
\tilde{I}_B \\
\end{bmatrix}.
\]

By this method, we can separate an RGB image into three gray ones, as shown in the top of Fig. 2(a). Finally, 75 color images are extended to 225 gray ones, including 75 images under R/G/B LED illuminations, respectively.

### 2.2.2 Contrast balance

A contrast gap exists in the separated R/G/B data because the illumination intensity, the transmittance of the optical devices, and the camera responses to R/G/B LEDs are all nonuniform. Thus, the contrast balance needs to be done by applying the normalization to three groups of measurements, respectively, which normalizes the values of images in each group to [0, 1].

---

**Fig. 2** The RGB-MFPM system: (a) is the schematic of RGB-MFPM and (b) is the 15 × 5 line pattern illumination. Three color LEDs are placed side by side in each line unit; (c) is the photograph showing the setup of RGB-MFPM. The close-up is one of the line unit, each LED unit is set to a certain color (red, green, or blue); (d) is the relative luminous intensity curve of LEDs and the quantum efficiency curve of the RGB camera (AVT Prosilica GT1290C).

---

**Table:**

<table>
<thead>
<tr>
<th>Wavelength [nm]</th>
<th>Relative Luminous Intensity of LEDs</th>
<th>Quantum Efficiency of RGB Camera</th>
</tr>
</thead>
<tbody>
<tr>
<td>380</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>450</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>530</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>650</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>700</td>
<td>0.40</td>
<td>0.40</td>
</tr>
</tbody>
</table>

---

**Graph:**

- **Graph (a):** The relative luminous intensity of LEDs.
- **Graph (b):** The quantum efficiency of RGB camera.
2.2.3 Parameters calculation

The coherent optical transfer function in Fourier space of the objective lens is assumed as a circular pupil. The size (radius) and the central position of each pupil are both wavelength dependent, as shown in the middle right of Fig. 2(a). The radius equals $\text{NA}_{\text{obj}} \times k_\text{p}$, where $k_\text{p} = 2\pi / \lambda$ is the wavenumber in a vacuum. The central position is related to the incident angle of each LED. Specifically, a thin sample illuminated by an oblique plane wave with a wavevector $(k_x, k_y)$ is equivalent to a $(k_x', k_y')$ shift of the sample’s central spectrum in Fourier domain, so the central position can be calculated as

$$
(k_x', k_y') = \frac{2\pi}{\lambda} \left(\frac{x_c - x_i}{s}, \frac{y_c - y_i}{s}\right),
$$

with $s = \sqrt{(x_c - x_i)^2 + (y_c - y_i)^2 + h^2}$. Here, $\lambda$ refers to the central wavelength of illumination, $(x_c, y_c)$ is the central position of the sample’s image plane, $(x_i, y_i)$ is the position of the $i$'th LED, and $h$ is the distance between the LED array and the sample.

2.2.4 Chromatic defocus calibration

Due to different propagation speeds of multiwavelength lights through samples or lenses, a wavelength-dependent phase shift (chromatic defocus aberration) will occur. Therefore, we cannot simultaneously capture in focus R/G/B data. In implementation, we record the chromatic defocus and add a wavelength-dependent correction to the reconstruction steps using the following equation:

$$
\exp(i\varphi(k_x, k_y)) = \exp\left(i\sqrt{(2\pi/\lambda)^2 - k_x^2 - k_y^2} z_0\right),
$$

where $k_x^2 + k_y^2 < (\text{NA}_{\text{obj}} \cdot 2\pi / \lambda)^2$. Here, $(k_x, k_y)$ refers to the aforementioned position shift of the sample’s spectrum center, which is caused by the incident angle of the illumination. $\text{NA}_{\text{obj}}$ is the numerical aperture of the objective lens, and $z_0$ is the estimated defocus skewing.

2.2.5 Phase retrieval algorithm

Generally, the sample’s phase $\Delta \phi$ is defined as $2\pi \cdot n \cdot d / \lambda$, where $n$ is the refractive index, $d$ is the thickness of the sample, and $\lambda$ is the wavelength. We convert the phase distribution into a thickness profile (or optical path length, OPL = $n \cdot d$) to avoid the wavelength-dependent problem. During reconstruction, several modifications are made based on the embedded pupil function recovery algorithm. As shown in Fig. 3, the flowchart demonstrates the main recovery procedures of RGB-MFPM. After the multiwavelength separation and the contrast balance, the high-resolution complex field of the sample can be recovered by incorporating the wavelength-dependent parameters and phase-shift factors into the recovery algorithm. Compared with traditional FPM, we can achieve about 3 times reduction in acquisition time.

3 Results

3.1 Experimental Setup

For the prototype system, we use a three-color LED array with the layout of the line pattern in Fig. 2(b) to illuminate the sample, an RGB camera (AVT Prosilica GT1290C, which has the

![Flowchart](https://example.com/flowchart.png)

**Fig. 3** The recovery procedures of RGB-MFPM. The flowchart illustrates the algorithm of RGB-MFPM based on line pattern illumination.
pixel size of 3.75 μm, the pixel number of 1280(H) × 960(V), and the bit depth of 12 bit for color model) to capture the raw data, and a low NA objective (NA = 0.1) for observation. The central wavelengths of LEDs are 632, 532, and 472 nm, and their bandwidths are all ∼20 nm. The defocus aberration of the R/G/B channels is estimated in each setup, and corresponding phase-shift factors are then applied to the reconstruction algorithm. To compare with the original FPM framework, we capture 75 low-resolution RGB images each time to reconstruct the high-resolution results.

3.2 Validation of the Proposed Approach

As shown in Fig. 4, a USAF-1951 resolution chart is imaged to show the resolution improvement based on the prototype system. Figure 4(a) shows the captured Fourier area (three circles) in one-shot of our WMFPM method compared with the single circle of the original FPM. In other words, the original method needs to scan all the overlapped circles one by one, but our method can scan three circles each time, which means 3 times improvement in the capability of optical throughput in each low-resolution measurement. One of the multicolor images and its separated one channel data are shown in Fig. 4(b). Figure 4(c) is the recovered high-resolution intensity image of RGB-MFPM, compared with the results of the original FPM in Figs. 4(d)–4(f) with monochromatic LEDs. By the way, the results [both the USAF1951 in Figs. 4(d)–4(f) and the kidney cells in Figs. 5(b)–5(d)] of traditional FPM in this article are all captured using the same RGB camera for comparison. As a result, the recovered intensity with green light has the best result because the green channel has the maximum occupation ratio in the Bayer filter of the RGB camera. To the contrary, the recovered results with red and blue illumination have more artifacts.

To be more specific, 255 images with high-dynamic range (HDR) take about 1.332 × 225 s (about 300 s for the acquisition in total) in the original FPM setup. By comparison, RGB-MFPM needs only 75 images, which take about 1.404 × 75 s (about 100 s for the acquisition in total). The time for data acquisition can be reduced to about 1/3 of the original method. Much more time can be reduced by combining with multiplexing methods in

![Fig. 4](https://www.spiedigitallibrary.org/journals/Journal-of-Biomedical-Optics/066006-5/June-2017-Vol.22(6)/Zhou-et-al.-Fourier-ptychographic-microscopy-using-wavelength-multiplexing)

Fig. 4 The experimental recovery of the USAF-1951 resolution chart. (a) shows the comparison of the one-shot sampling in the Fourier plane between our method (three circles) and the original FPM (1 circle); (b) are the raw data, including the raw color image (left), the separated gray image (middle), and its close-up (right); (c) is the recovered result using RGB-MFPM, including the recovered high-resolution intensity and the close-up; and (d), (e), and (f) are the single-color (red, green, and blue, respectively) results and their close-ups using the original FPM.
the Fourier plane in our framework. The resolution improvement is over 3.15 times from 4.92 to 1.56 μm (group 7 element 5 to group 9 element 3). In the result, not only 3 times reduction in acquisition time but also a better performance of intensity reconstruction can be achieved in our RGB-MFPM. With the comparison, we find that our method has fewer artifacts due to the higher light efficiency of simultaneous multicolor LED illumination.

3.3 Experiments on Kidney Cells

The recovery of kidney cells and the comparison with the original FPM are shown in Fig. 5. The raw data of 75 color images of kidney cells captured by an RGB camera are shown in the left panel of Fig. 5(a); one of the low-resolution color images and its separated gray image (middle) and the close-up of the gray image (right) are also presented. Figures 5(b)–5(d) are the recovered phase results by traditional monochromatic LEDs (successively, R/G/B light). Figure 5(e) is the recovered phase image of RGB-MFPM, together with the close-up of the recovery phase. As a phase sample, little information can be seen in the captured low-resolution intensity images except for some cell outlines. The slight differences among these phase recoveries in Fig. 5 arise mainly from the discrepancy of the wavelength-dependent resolutions. The intensity-only initial guess of the object’s high-resolution Fourier plane may not provide a good initial guess for the reconstruction algorithm, which causes a few artifacts in all phase results. More robust phase reconstruction might be achieved by using a phase solution based on differential phase contrast deconvolution as a close initial guess. From the experimental results, our method achieves comparable performance to the original FPM methods with only 1/3 acquisition time (75 images compared with 225 images).

4 Discussion

4.1 Influence of Sparse Sampling by Bayer Filter

Although the pixel size of the utilized RGB camera matches the optical resolution, the data captured by the RGB camera are actually downsampled due to the Bayer filter in front of the sensor. Fortunately, the data of FPM (also WMFPM) are highly redundant and have many overlaps in Fourier domain. This provides enough information for high-resolution recovery even based on the sparse data in spatial domain. The Bayer filter can be viewed as different spatial masks for R/G/B channels.

Fig. 5 The experimental recovery of kidney cells. (a) are the raw data of 75 RGB images (left), one of the RGB image and its separated gray image (middle), and the close-up of the gray image (right); (b), (c), and (d) represent the recovered high-resolution phase images (middle) and their close-ups (bottom) under single color illuminations, respectively; and (e) shows the recovered phase images using RGB-MFPM (middle) and the close-up of the phase result (bottom).
The sparse sampling in spatial domain brought by these masks can be made up by the algorithm due to the large overlap (about 60\%) in the frequency domain. The experimental results in Figs. 4 and 5 have verified the ability and accord with the results in the previous paper. In that paper, they have shown that FP algorithm is able to recover the complex image with a maximum of \sim 70\% empty pixels (random mask), which has \sim 0.01 root-mean-square error (RMSE). For RGB-MFPM, the sampling masks repeatedly switch among the red mask (75\% empty pixels), green mask (50\% empty pixels), and blue mask (75\% empty pixels), with an average \sim 66.7\% empty pixels.

Here, we use a numerical simulation to further validate that the FPM method can overcome the resolution loss caused by the mosaic of the Bayer filter, as shown in Fig. 6. The comparison among different sparse sampling masks has been done in terms of the quantitative measurement of the image quality. The simulation parameters are the same as those in the experiment. With the recovered phase images in Fig. 6(a) and the RMSE curve in Fig. 6(b), we find that the recovery with the RGB-MFPM mask caused by the Bayer filter can still achieve reasonable good results. The missing spatial pixels are well compensated for by the large overlap in Fourier domain. Particularly, using our RGB-MFPM mask, we can get the phase image with \sim 0.015 RMSE, as shown in Fig. 6(b). Figure 6(c) shows the different masks used in the simulation.

Moreover, in a single-camera system, such as the RGB-MFPM system, we can also use a Foveon X3 sensor rather than a traditional RGB sensor to avoid the sparse sampling problem. The Foveon X3 sensor layers R/G/B sensors vertically rather than using a mosaic of separate detectors for three (RGB) colors.

4.2 From Single-Camera System to Camera-Array-Based Wavelength Multiplexed Fourier Ptychographic Microscopy

As the multiplexing ability of WMFPM is equivalent to the number of different wavelengths in use, more multiwavelength LEDs can be used to get a greater reduction in acquisition time. To our knowledge, at least 13 kinds of LEDs with different wavelengths (or more precisely: narrowband non-overlapping spectral channels) are commercially available. However, to avoid the cross talk between different channels, the RGB camera can only afford three channels within a single shot.

In addition, in the single camera system, such as RGB-MFPM, a trade-off exists between the number of wavelengths and the sampling resolution induced by the color filters (the Bayer filter here). Though the downsampled mask has little influence on the final performance of the reconstruction, it will cause some artifacts and reduce the light efficiency.

To make the WMFPM possible for high-speed gigapixel imaging in microscopy, a camera-array-based WFPM (CA-WFPM) can be introduced to get around the aforementioned problems. As shown in Fig. 7, the system utilizes a multicolor (more than three colors) LED array to generate multiplexed illuminations with many different wavelengths. A diffraction grating is applied at the image plane in the detection path to separate the multiplexed information by different wavelengths. Then a camera array is employed to capture the separated data in real time. We use an LED array with 10 different wavelengths and a line-arranged illumination pattern as an example in Fig. 7. Both the multiplexing number and

![Fig. 6 The influence of sparse sampling by Bayer filter. (a) shows the phase recovery results with different masks, which indicate that the quality decreases correspondingly to the increase of empty pixel percentages; (b) is the RMSE curve of different masks, and the upright triangle demonstrates that the phase recovery using our RGB-MFPM mask has a sustainable result with \sim 0.015 RMSE; and (c) shows the random mask, color masks, and our RGB-MFPM mask.](https://www.spiedigitallibrary.org/journals/Journal-of-Biomedical-Optics)
patterns are adjustable and related to the accessible narrow-band LEDs in the market.

In addition to the much higher speed compared with the single-camera WMFPM, the CA-WMFPM system has several other benefits. The camera array uses gray cameras rather than the RGB one, so it will improve the photon efficiency and avoid the downsampling problem induced by the color filter. The contrast balance for different spectral channels can be adjusted in advance by setting different exposure times. There is also no need to do multiexposure measurements of the HDR process. Moreover, the chromatic defocus aberration can be corrected by setting the focal position of each camera independently.

The limitations of the CA-WMFPM are mainly the large size, expensive cost, and complex setup of the system. However, a camera-array-based system is still required for many high-throughput applications. To realize high-speed gigapixel imaging in microscopy, the most expensive and challenging problem is to design an optical setup (especially the objective lens) to afford the SBP of gigapixels. Our method gives a way to realize high-speed gigapixel imaging with a normal objective lens. Therefore, the CA-WMFPM system can greatly benefit applications requiring high-throughput observation, such as the research on cell division and drug discovery. Moreover, there is a trend in the image detector becoming smaller and cheaper, which may somewhat ease the above problem.

Furthermore, the design of an optimal pattern for multiwavelength illumination is a meaningful topic for future work with more details of numerical analysis and experimental verification. In addition, many works have applied FPM to thick samples for three-dimensional (3-D) refocusing and 3-D imaging. Our CA-WMFPM system is also compatible with these kinds of methods. In addition, we can further lose the assumption of the similar spectral response of the sample by replacing the multiwavelength LED array with a previous proposed wavelength-scanning scheme in a narrow spectral band, where a fiber-coupled tunable light source is used to realize 12 different illumination wavelengths between 480 and 513 nm.

### 4.3 Comparison Among Existing Multiplexed Fourier Ptychographic Microscopy Methods and the Wavelength Multiplexed Fourier Ptychographic Microscopy Strategy

Existing multiplexing techniques mainly work in Fourier domain. In these techniques, the intensity information corresponding to several different frequency areas is mixed in a single image. Several methods multiplex nonaliasing frequency information, which has no overlap in Fourier space, as shown in Fig. 8(a). The others multiplex aliasing frequency information, which has overlaps in Fourier space, as shown in Fig. 8(b). The ability of information multiplexing of these methods is limited. An extreme example is that we cannot realize the phase retrieval procedure with all the LEDs on simultaneously. In this case, there is no diversity to provide phase contrast. The multiplexing state commonly used is 8 times in the nonoverlapping case and twice in the overlapping case.

Distinguished from existing methods working in this way, our WMFPM strategy labels different frequency information by separated narrowband spectral channels, as shown in Fig. 8(c). The wavelength multiplexing intrinsically bypasses the limitation of information multiplexing in Fourier domain. Due to the narrowband of the commercial LEDs in use, our RGB-MFPM system and the recovery algorithm are both easy to implement. The most attractive advantage of our method is its compatibility with most existing methods. Although the photo-sensitivity of the RGB sensor is lower than a gray camera in the prototype system, we can use the CA-WMFPM system or the Foveon X3 sensor-based WMFPM system to eliminate this problem in the future.

In addition, the WMFPM strategy is different from the spectral multiplexing technique. Though both use the LED array with multiple wavelengths to illuminate the sample from different incident angles, our method focuses on improving the acquisition speed by wavelength multiplexing. They try to use a gray camera (rather than an RGB camera or color filters) and...
their improved phase retrieval algorithm (the state-multiplexed FP algorithm) to achieve multispectral imaging.

5 Conclusion
We accelerate the data acquisition process of FPM by introducing a wavelength multiplexing strategy. The proposed WMFPM strategy is compatible with most existing FPM methods. A proof-of-concept prototype, termed RGB-MFPM system, is built to validate our method. The experiments with a USAF-1951 resolution chart and kidney cells are provided with 3 times improvement of the acquisition speed and better reconstruction results than earlier studies. In the future, by implementing a CA-WMFP system using multil wavelength LEDs, a diffraction grating, and a camera array, we will provide a way to realize high-speed gigapixel imaging in microscopy with a low-cost objective lens.
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