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Abstract. Although the luminescence of water at a lower energy than the Cerenkov-light (CL) threshold has been found for various types of radiation, the fractions of the luminescence of water to the total produced light have not been obvious for radiations at a higher energy than the CL threshold because it is difficult to separate these two types of light. Thus, we used a Monte Carlo simulation to estimate the fractions of the luminescence of water for various types of radiation at a higher energy than the CL threshold to confirm the major component of the produced light. After we confirmed that the estimated light production of the luminescence of water could adequately simulate the experimental results, we calculated the produced light photons of this luminescence and the CL from water for protons (170 MeV), carbon ions (330 MeV/n), high-energy x-ray (6 MV) from a linear accelerator (LINAC), high-energy electrons (9 MeV) from LINAC, positrons (F-18, C-11, O-15, and N-13), and high-energy gamma photon radionuclides (Co-60). For protons, the major fraction of the produced light was the luminescence of water in addition to the CL from the prompt gamma photons produced by the nuclear interactions. For carbon ions, the major fraction of the produced light was the luminescence of water and the CL produced by the secondary electrons in addition to the prompt gamma photons produced by the nuclear interactions. For high-energy x-ray and electrons from LINAC, the fractions of luminescence of water were ≃0.1% to 0.2%. The fractions of luminescence of water for positrons were 0.2% to 1.5% and that for Co-60 was 0.4%. We conclude that the major fractions of light produced from x-ray and electrons from LINAC, positron radionuclides, and the Co-60 source are CL, with fractions of the luminescence of water from <0.1% to 1.5%.

1 Introduction

Cerenkov light (CL) imaging is a relatively new technology that detects visible photons from a high-speed electron-induced light with a high-sensitivity optical camera used for dose estimation of a medical linear accelerator (LINAC) and molecular imaging using positron radionuclides. Because CL is emitted above the threshold energy of the electrons or positrons (~260 keV) and other optical light is not known for water at a lower energy than the CL threshold, the optical light emitted from water at a higher energy than the CL is believed to be composed of only CL.

Recently, we found the luminescence of water at a lower energy than the CL threshold for protons, carbon ions, alpha particles, beta particles, and low-energy x-ray. The luminescence of water at a lower energy than the CL threshold has linearity to energy and shows a distribution that is identical to the dose in protons. We also found that the optical photon production of the luminescence of water is ~0.1 photons/MeV, by comparing the experimental results with those of the simulation. These findings suggest that the optical light emitted by the irradiation of various radiations or radionuclides contain some luminescence of water in the light, even at a higher energy than the CL threshold. In some cases, the term “CL” or “CL imaging” might not be appropriate if the optical light were mainly from the luminescence of water. In fact, there has been a misunderstanding in that the scintillation of optical fiber was recognized as CL, even though the proton energy is lower than the CL threshold, as pointed out by Darafsheh et al.

Clarifying the major components of the types of optical light during irradiation of various radiations at a higher energy than the CL is important, to avoid confusion about the sources of light. However, the separation of the luminescence of water and CL is difficult to achieve by experiment because the light spectra of these two are similar. Furthermore, because the temporal response of the luminescence of water is thought to be the same as that of CL, the separation of these two types of light if we incorporate the process of the luminescence of water in this simulation. Thus, we have used Monte Carlo simulation to estimate the fractions of the luminescence of water for various types of radiations and radionuclides that emit radiation with a higher energy than the CL threshold as a way to clarify the major components of the produced light.

*Address all correspondence to Seiichi Yamamoto, E-mail: s-yama@med.nagoya-u.ac.jp
2 Materials and Methods

2.1 Simulation for Luminescence of Water and Cerenkov-light

First, we investigated whether the light production of the luminescence of water measured by experiments could be accurately represented by the Monte Carlo simulation that we used. Then, using the Monte Carlo simulation, we calculated the produced light photons of the luminescence of water and CL for protons (170 MeV), carbon ions (330 MeV/n), high-energy x-ray (6 MeV) from a LINAC, high-energy electrons (9 MeV) from LINAC, major positron radionuclides (F-18, C-11, O-15, and N-13), and high-energy gamma photon radionuclides (Co-60).

2.1.1 Monte Carlo simulation software

We used Geant4 (version 10.4)\(^\text{32}\) for the Monte Carlo simulation because it is used in many fields and its quality has been evaluated extensively. Moreover, it includes the optical photon processes (G4OpticalProcess), CL (G4Cerenkov), and scintillation photon generation (G4Scintillation) in the software class. For light production from the luminescence of water at a lower energy than the CL threshold, we used the scintillation photon-generation process in the software.\(^\text{32}\) For the CL-generation process, we separately calculated the fractions from the prompt gamma photons and the secondary electrons produced by the primary beam if the energy of the secondary electrons was higher than the CL threshold. We did not include the CL from the positrons produced by the nuclear reactions because it is dependent on the acquisition time. In addition, it is relatively a minor process compared to the other light-emitting processes.\(^\text{20}\)

To simulate the optical processes, light photons of 0.1 photons/MeV were used for the luminescence of water.\(^\text{27}\) For the refractive index of water and the spectrum of the luminescence of water in the simulation, we used the same values used in the previous work.\(^\text{25,27}\) The wavelength of optical photons was simulated between 200 and 800 nm.

In this simulation, we scored the position of the optical photons generated in water, the emission angle, the wavelength, the creator process name used to discriminate between the Cerenkov and scintillation processes, and the parent particle name. In the Cerenkov process, since the parent particle of an optical photon was nearly an electron, we recorded it as the parent of the electron. In all simulations, we used the G4HadronPhysicsQGSP_BERT for the hadronic processes and G4EmStandardPhysics_option3 for the electromagnetic processes. The production cut range of secondary particles (photons, electrons, positrons, and protons) in this simulation was set to 0.1 mm.

2.1.2 Confirmation of the Monte Carlo simulation’s accuracy

To confirm the accuracy of the Monte Carlo simulation, we compared the depth profiles of the measured data of protons and carbon ions with those obtained by the simulation.

The experimental setup is shown schematically in Fig. 1. A transparent container as a phantom was filled with water, and a cooled CCD camera (BITRAN BS-40L, Japan) with a C-mount F-1.4 lens (focal length: 8 mm) was set 40 cm from the phantom’s water surface. The proton energy irradiated to water was 100 MeV, and the carbon-ion energy irradiated to water was 240 MeV/u. The water phantom’s dimensions were 20 cm (horizontal) × 20 cm (vertical) × 10 cm (width).\(^\text{20,21}\) The beam sizes of the protons and carbon ions used for the experiments were 23 mm FWHM and 17 mm FWHM, respectively.

We irradiated protons or carbon ions to the water phantom and measured the luminescence image (luminescence and CL) of water with the CCD camera. The source-to-surface distance (SSD) for proton and carbon-ion experiments was 1 m. For simulation of proton, carbon ion, LINAC x-ray, and LINAC electrons, the SSD was also 1 m. In the simulation, we used the same geometrical configuration and protons or carbon ions were irradiated to the phantom. Then, we compared the depth profiles between the measured and the simulated profiles.

On both experimental and simulated images, we set the profiles along the images of the beams and calculated the depth profiles from the intensities of the images. We then compared the shapes of the depth profiles.

2.1.3 Calculation of the fractions of the luminescence of water to the total produced light for various types of radiation by Monte Carlo simulation

We calculated the luminescence of water and CL for various types of radiation by Monte Carlo simulation. These included protons, carbon ions, x-ray from LINAC, electrons from LINAC, major positron radionuclides, and high-energy gamma photon radionuclides. The same Monte Carlo simulation was used as that whose accuracy had been confirmed.

Figure 2(a) is a schematic drawing of the simulation of luminescence and CL for irradiations of protons, carbon ions, x-ray from LINAC, and electrons from LINAC. Each of these radiations was irradiated to the water phantom, and the produced luminescence and CL were measured from the side of the beam direction. The dimensions of the water phantom used were 30 cm (horizontal) × 30 cm (vertical) × 30 cm (width). A larger phantom than in the experiments was used for the simulation because we evaluated the light produced for the higher-energy radiations of protons and carbon ions, which had longer ranges.

Figure 2(b) is a schematic drawing of the simulation of luminescence and CL for positrons and high-energy gamma sources. Point sources were used for the simulation. One of these sources was positioned at the center of the water phantom, and the produced luminescence and CL were measured from the side of the beam direction. The dimensions of the water phantom used were 30 cm (horizontal) × 30 cm (vertical) × 30 cm (width).
The spatial resolution of the simulated images was 1 mm. We also calculated the images of the light photons emitted to the side of the beam direction. The profiles estimated for the simulated images were summed for the entire area of the image (30 × 30 cm) along with the beam direction.

**Calculation of the fraction of the luminescence of water for protons by Monte Carlo simulation.** We calculated the fraction of the luminescence of water to the total produced light for 170 MeV protons. This proton energy was selected because it was higher than the CL threshold for the secondary electrons produced by the protons and thus adequate to observe the CL from protons. The beam of the proton used for the simulation was ideal pencil beam with the size of <1 mm. We calculated the number of light photons produced by the luminescence of water, the CL from the secondary electrons produced by the protons, and the CL from the electrons produced by the prompt gamma photons.

To derive the depth profiles for the luminescence of water, the CL from the secondary electrons produced by protons, and the CL from the electrons produced by the prompt gamma photons, we summed all of the light photons in the image for each different type of light and plotted each profile as a function of depth.

**Calculation of the fraction of the luminescence of water for carbon ions by Monte Carlo simulation.** We calculated the fraction of the luminescence of water to the total produced light for 330-MeV/u protons because the energy was higher than that used for the comparison in the experiment. The beam size of the carbon ion used for the simulation was ideal pencil beam with the size of <1 mm. We calculated the number of light photons produced by the luminescence of water, the CL from the secondary electrons produced by carbon ions, and the CL from the electrons produced by the prompt gamma photons. The same image processing used for protons was also used for the simulated carbon-ion image.

**Calculation of the fraction of the luminescence of water for LINAC x-ray by Monte Carlo simulation.** We calculated the fraction of the luminescence of water to the total produced light for 6-MV x-ray from LINAC because it was a typical energy used for photon therapy. The size of the beam was 100 mm × 100 mm. We calculated the number of light photons produced by the luminescence of water and the CL from the electrons produced by x-ray. For the x-ray energy distribution from LINAC, we used the IAEA phase space data.

To derive the depth profiles for the luminescence of water and the CL from the secondary electrons produced by x-ray, we summed all of the light photons in the image for these two types of light and plotted the profiles as a function of depth.

**Calculation of the luminescence of water for LINAC electrons by Monte Carlo simulation.** We calculated the fraction of the luminescence of water to the total produced light for 9-MeV x-ray from a LINAC because it was a typical energy used for electron therapy. The size of the beam was 100 mm × 100 mm. We calculated the number of light photons produced by the luminescence of water and the CL produced by the irradiated electrons. No applicator was used for the beam. For the electrons and scattered x-ray from LINAC, we used the IAEA phase space data.

To derive the depth profiles for the luminescence of water, the CL from the electrons, and the CL from the secondary electrons produced by Bremsstrahlung x-ray, we summed all of the light photons in the image for these three types of light and plotted the profiles as a function of depth.

**Calculation of the fractions of the luminescence of water for positron sources by Monte Carlo simulation.** We calculated the fractions of the luminescence of water to the total produced light for major positron radionuclides from positron emission tomography (PET) studies. These were F-18 (maximum positron energy: 0.64 MeV), C-11 (maximum positron energy: 0.96 MeV), O-15 (maximum positron energy: 1.70 MeV), and N-13 (maximum positron energy: 1.19 MeV). We calculated the number of light photons from the luminescence of water, the CL from positrons, and the CL from the electrons produced by annihilation gamma photons (511 keV) emitted from positrons. The positron source was the ideal point source with a size of <1 mm and was located at the center of the phantom.

To derive the horizontal profiles for the luminescence of water, the CL from positrons, and the CL from 511-keV gamma photons, we summed all of the light photons in the image for these three types of light and plotted the profiles in the horizontal direction.

**Calculation of the fraction of the luminescence of water for high-energy gamma photon source by Monte Carlo simulation.** We calculated the fraction of the luminescence...
of water to the total produced light for a Co-60 gamma source (1.17 and 1.33 MeV) because it is often used for gamma irradiation of materials and the CL can be easily observed in a water pool for a Co-60 source with high activity. We calculated the number of light photons produced by the luminescence of water and the CL from the electrons produced by Co-60 gamma photons.

To derive the horizontal profiles for the luminescence of water and the CL from the secondary electrons of gamma photons, we summed all of the light photons in the image for these two types of light and plotted the profiles in the horizontal direction.

3 Results

3.1 Simulated Depth Profiles for Luminescence and Cerenkov Light

3.1.1 Confirmation of the Monte Carlo simulation’s accuracy

The depth profiles of the experiment and the simulation for 100-MeV protons are shown in Fig. 3(a). As shown in the ratio curve of the measured to simulated profiles in Fig. 3(b), these two curves were almost identical, with an average difference of 1.3% (minimum: −7% to maximum: +14%) between the water surface and the Bragg peak, although some difference was observed in the distribution probably due mainly to the statistical valuations of the profiles. These errors are acceptable compared with other luminescence production fractions of water.27

We also show the depth profiles of the experiment and the simulation for 240-MeV/u carbon ions in Fig. 3(c). As shown in the ratio curve of the measured to simulated profiles in Fig. 3(d), these two curves were also nearly identical, with an average difference of 1.8% (minimum: −8% to maximum: +9%) between the water surface and the Bragg peak, although there is some difference between the two curves, probably due to the parallax error for the experimental image. These errors are also acceptable compared with other luminescence production fractions of water.27

With these data, we confirmed that the simulation we used could produce reliable light distributions when light photons of 0.1 photons/MeV were used in the simulation of the luminescence of water for radiations at a higher energy than the CL threshold.

![Fig. 3](https://www.spiedigitallibrary.org/journals/Journal-of-Biomedical-Optics) Comparison of depth profiles of experiment and simulation for (a) 100-MeV protons, (b) ratio curve of measured to simulated curves for protons, (c) comparison of depth profiles of 240-MeV carbon ions, and (d) ratio curve of measured to simulated curves for carbon ions.
3.1.2 Calculation of the fractions of the luminescence of water to the total produced light for various types of radiations by Monte Carlo simulation

Calculation of the fraction of the luminescence of water for protons by Monte Carlo simulation. We show the simulated image and depth profiles of the luminescence and CL by simulation for 170-MeV protons in Figs. 4(a) and 4(b), respectively. The proton was irradiated from the left side of the image. In the depth profile, a broad distribution of the CL from the prompt gamma photon was observed with the luminescence of water, which was identical to the dose distribution. The CL from the prompt gamma photon was relatively large, at 33% of total light photons in the depth profile, because it was broadly distributed in the image. The CL from the secondary electrons of proton was observed in the shallow part of the distribution, but the fraction was small at only 0.4% of the total light. The fraction of the luminescence of water was very close to that of the CL.

Calculation of the fraction of the luminescence of water for carbon ions by Monte Carlo simulation. We show the simulated image and depth profiles of the luminescence and CL by simulation for 330-MeV/u carbon ions in Figs. 5(a) and 5(b), respectively. The carbon ion was irradiated from the left side of the image. A broad distribution of the CL from the prompt gamma photon was observed with the luminescence of water, which was identical to dose distribution. The CL from the prompt gamma photon was large at 37% of total light photons in the depth profile. The CL from the secondary electrons of the carbon ion was observed in the shallow part of the distribution. The fraction of the luminescence of water was nearly the same or slightly smaller than those of the CL.

Calculation of the fraction of the luminescence of water for x-ray from LINAC by Monte Carlo simulation. We show the image and the depth profiles of the luminescence and CL by simulation for 6-MV x-ray from LINAC in Figs. 6(a) and 6(b), respectively. In the depth profiles, the intensity of CL was much higher than that of the luminescence of water, where 99.8% of the total light was CL.

Calculation of the fraction of the luminescence of water for electrons from LINAC by Monte Carlo simulation. We show the image and the depth profiles of the luminescence and CL by simulation for 9-MeV electrons from LINAC in Figs. 7(a) and 7(b), respectively. In the depth profiles, the intensity of CL was much higher than that of the luminescence of water, where 99.9% of the total light was CL.

Calculation of the fractions of the luminescence of water for positrons by Monte Carlo simulation. We show the simulated depth profiles of luminescence and CL from the point sources of F-18, C-11, O-15, and N-13 in water in Figs. 8(a)–8(d), respectively. The intensities of CL from positrons were much higher than those of the luminescence of water. The intensity of CL of positrons was 92.4% to 98.2% of the total light.

The CL from annihilation photons was also higher than those of the luminescence of water. The intensity of CL of annihilation photons (511 keV) was 1.6% to 6.1% of the total light, which was higher than the luminescence of water (0.2% to 1.5% of total light).

Calculation of the fractions of the luminescence of water for high-energy gamma photon sources by Monte Carlo simulation. We show the simulated depth profiles of luminescence and CL for the point source of Co-60 in water in Fig. 9. The intensity of CL was much higher than that of the luminescence of water. The intensity of CL of Co-60 was 99.6% of the total light.

Summary of the simulation. We summarize the luminescence and CL fractions calculated by Monte Carlo simulation in all emitted light for protons, carbon ions, x-ray from LINAC, and electrons from LINAC in Table 1. For protons and carbon ions, the luminescence of water was one of the major sources of light.
components. However, the luminescence of water was only 0.1% to 0.2% for x-ray and electrons from LINAC.

We summarize the luminescence and CL fractions in all emitted light for positrons and Co-60 point sources in Table 2. The luminescence of water was a small component for light produced by positrons and Co-60 point sources. The fraction of light intensity of the luminescence of water was <0.2% to 1.5% of that of CL for the positrons and high-energy gamma photons.

4 Discussion

We could successfully calculate the images and profiles of the luminescence of water and CL for various types of radiations, and the fractions of the luminescence of water could be estimated. From our simulation results, it was obvious that the fractions of the luminescence of water in the optical images for LINAC x-ray and electrons were small compared with those of CL. The fractions of the CL were 99.8% to 99.9% of the total light photons.

Furthermore, it became obvious that the fractions of the luminescence of water in the optical images for positrons were small compared with those of CL. The fractions of the CL were 98.5% to 99.9% of the total light photons for the optical light from positrons (F-18, C-11, O-15, and N-13), in addition to the high-energy gamma photon emitter (Co-60).

However, the intensities of the luminescence of water were comparable with those of the CL from the prompt gamma photons for protons and carbon ions. In the images, the luminescence of water was located in the beam position, while the CL from the prompt gamma photons was blurred. Consequently, the
Fig. 7 (a) Simulated image and (b) depth profiles of luminescence and CL for 9-MeV electrons calculated by Monte Carlo simulation.

Fig. 8 Simulated depth profiles of luminescence and CL for (a) F-18, (b) C-11, (c) O-15, and (d) N-13 point sources in water calculated by Monte Carlo simulation.
luminescence of water for protons and carbon ions could be observed at higher contrast as shown in Figs.4(a) and 5(a).\(^{27}\) For the depth profile of carbon ions, the CL from the secondary electrons produced by the carbon ions was also observed in the shallow part of the distribution. These CL fractions distorted the shape of the depth profiles and thus differentiated the depth profiles from the dose distributions. Therefore, some corrections are required for the depth profiles of carbon ions.

The CL for LINAC x-ray and electrons had high intensity and thus was easier to image in a short time.\(^ {1,8}\) However, the angular dependency and nonproportional relation with the energy of electrons also distorted the distribution of the optical images, especially for electrons.\(^ {9,33}\) Accordingly, some corrections of the CL images are also required in the case of CL for LINAC electrons.

For the CL from positrons, no corrections will be required to estimate the dose because positrons are emitted isotropically from the source. Thus, CL from positrons is useful for measuring the distribution and decay curve for the induced positrons by the irradiation of protons or carbon ions.\(^ {34,35}\)

### 5 Conclusions

We clarified the major components of light photons by the irradiation to water of various types of radiations. For protons, the major fraction of the produced light was the luminescence of water in addition to the CL from the prompt gamma photons produced by the nuclear interactions. For carbon ions, the major fractions of the produced light were the luminescence of water and the CL produced by the secondary electrons of carbon ion in addition to the prompt gamma photons produced by the nuclear interactions. We also confirmed that the major fractions of the produced light from x-ray and electrons from LINAC as well as positrons or high-energy gamma photons were CL. With these results, we confirmed that the major fractions of the produced light from x-ray and electrons from LINAC, positron radionuclides, and Co-60 sources were CL and that the fractions of the luminescence of water were <0.1% to 1.5%.
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