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1 Introduction
Image segmentation has been a central problem in computer
vision for many years. Its importance lies on its use as a
preanalysis of images in many applications, such as object
recognition, tracking, scene understanding, and image
retrieval, among others. Segmentation refers to the process
of partitioning a digital image into multiple regions,
assumed to correspond to significant objects or parts of
them in the scene. The partition is performed by assigning
a label to every pixel within an image, so that the same label
is assigned to pixels with similar features.1 There is a sig-
nificant number of features that may be considered during
the segmentation process, such as gray-level, color, motion,
texture, etc.

The task of finding a single feature to describe the image
content may be difficult if the conditions of the image are not
under control. This is the case of natural images, where con-
ditions of uneven illumination, complexity, and feature inho-
mogeneities are always present. It has been found that
humans often combine multiple sensory cues to improve
the perceptual performance,2 motivating recent research on
the integration of more than one feature. In particular, the
integration of color and texture cues is strongly related to
the human perception.3

Recently, Ilea and Whelan3 have categorized the segmen-
tation methods according to the approach used for the extrac-
tion and integration of color and texture features. Three
major trends have been identified: (1) implicit color-texture
integration, where the texture is extracted from one or multi-
ple color channels, (2) extraction of features in succession
and, (3) extraction of color and texture features on separate
channels and their combination in the segmentation process.

According to Ilea and Whelan, the approaches that extract
the cues in separate channels and combine them in the proc-
ess have the advantage of optimizing the contribution of each
feature in the segmentation algorithm.

Depending on their technical basis, the segmentation
methods may be also separated into two groups: spatially
guided and spatially blind methods. On one hand, the
main idea of the spatially guided methods is that pixels
are neighbors that may have features in common.
Examples of these methods include the split-and-merge,4,5

region growing,6,7 watershed,8,9 and energy minimiza-
tion.10–12 The main drawback of such approaches is that,
even though the resulting regions are spatially well con-
nected, there is no guarantee that the segments are homo-
geneous for a specific feature space. Moreover, the pixel-
by-pixel agglomeration strategy of these procedures often
results in intensive computational schemes. For these
approaches, the quality of the segmentation depends on
the initial seeds selection and on the homogeneity criteria
used. On the other hand, the spatially blind algorithms
rely on the assumption that the features on the surface of
a given object are unvarying. Therefore, the object is repre-
sented as a cloud of points in a given feature space. Examples
of this approximation include the clustering methods.13–15

Because of their simplicity and low computational cost,
these kind of methods have been widely adopted in the
development of color–texture segmentation algorithms.
However, it is difficult to adjust the optimal number of clus-
ters and their initialization for different images. The initial-
ization problems of the clustering methods are addressed
using histogram-based approximations in segmentation
methods that use only color features. This is because the
histogram-based methods do not require a priori information
about the image (e.g., the number of classes to use or cluster
initialization). These histogram-based techniques identify
the representative objects within the scene as significant
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peaks in the image histogram. Depending on the number of
peaks, a set of thresholds is established and a multithreshold
segmentation is carried out. Disadvantages of these approx-
imations include the sensitivity to noise and intensity varia-
tions, the difficulty to identify significant peaks in the
histogram, and the absence of spatial relationship informa-
tion among neighboring pixels.

In order to address such problems for color-based seg-
mentation, Mohabey and Ray16 introduced the concept of
the histon, based on the rough-set theory.17 The histon is
a possibilistic association of similar colors that may belong
to one specific segment in an image. The histon has the ad-
vantage of associating similar colors, resulting in a method
tolerant to small intensity variations and noise. Additionally,
the histon makes the selection of significant peaks easier,
because they are heightened. A further improvement to
the histon is proposed by Mushrif and Ray,18 where a
new histogram-like representation, named roughness
index, is introduced. Recently, the roughness-based method
has been used in different applications like image retrieval,19

detection of moving objects,20 color text segmentation,21 and
medical imaging.22 However, this rough set–based method-
ology has not been explored for different features, rather than
the RGB color representation.

In this article, we propose the integration of features in a
rough set–based segmentation approach using color and tex-
ture cues (from now on, referred to as RCT). This approxi-
mation has the advantage of considering the spatial
correlation and similarity of neighboring pixels, whereas
other methods only process the images at pixel level.
Furthermore, because the number of segments is automati-
cally determined, the RCT approach requires no cluster ini-
tialization, an important advantage over the widely used
clustering methods. The RCT method uses the CIELab per-
ceptual color representation, developed to match the human
visual system. The texture feature is computed using a stan-
dard deviation map, that records intensity variations in a
given neighborhood. These features are simple to compute
yet powerful for segmentation tasks. Experiments on an
extensive database show that this method leads to better seg-
mentation results, in comparison with the previously pro-
posed color-alone segmentation methods18,23 and other
state-of-the-art approaches.

The rest of this article is organized as follows. The overall
proposed segmentation framework is presented in Sec. 2.
Additionally, our feature extraction scheme and its imple-
mentation in the rough set–based approach are also intro-
duced. The experiments and results are given in Sec. 3,
followed by the concluding remarks in Sec. 4.

2 Proposed Segmentation Framework
In this section, the proposed segmentation framework is pre-
sented, starting with an overall description of the method.
Afterward, the color and texture features used in the RCT
method, the extraction scheme implemented, and their inte-
gration in the rough set–based approximation are discussed.

The process of the proposed segmentation approach is
illustrated in Fig. 1. First, a color space transformation is
applied to the input image. The transformation is carried
out from the RGB space to the CIELab representation.
After the color transformation, the texture features are
extracted from the lightness component L, hence, the

color and texture features are represented in separate chan-
nels. After that, the rough set–based segmentation approach
is carried out. This approach allows the association of the
feature information in a local neighborhood and makes
the segmentation fully unsupervised. At the end, a region
merging step is performed on the intersection of the three
outcomes, reducing oversegmentation issues. Each block
of Fig. 1 is described in detail in the following subsections.

2.1 Color Space Transformation and Color Features
It is known that the performance of a color segmentation
method highly depends on the choice of the color space.24

The RGB color space is the most widely used in the literature
for image segmentation tasks, where a particular color is
specified in terms of the intensities of three additive colors:
red, green, and blue.25 Although the RGB space is the most
used in the literature, this representation does not permit
the emulation of the higher-level processes that allow the
perception of color in the human visual system.26

Different studies have been oriented to the determination
of the best-suited color representation for a given segmenta-
tion approach.24,27–30 Some of them have found that the
so-called perceptual color spaces (e.g., CIELab) are the
most appropriate when the resemblance to the human visual
system is desirable.

Given that the perceptual color space transformations are
applied to the CIEXYZ space, the transformation of the origi-
nal RGB image to the CIEXYZ space must be carried out.
The color representation CIE 1931 XYZ,31 best known as
CIEXYZ, is one of the first color spaces obtained from a
mathematical model of human color perception, developed
by the Commission Internationale de l’Éclairage (CIE).
The transformation equations are included here for clarity’s
sake. First, XYZ values are obtained as shown in Eq. (1).
2
4X
Y
Z

3
5 ¼

2
4 0.4124564 0.3575761 0.1804375

0.2126729 0.7151522 0.0721750

0.0193339 0.1191920 0.9503041

3
5
2
4 r
g
b

3
5;

(1)

where r; g; b ∈ ½0; 1�.
The CIE 1976 (L�, a�, b�) color space, better known as

CIELab, is derived from the CIEXYZ color space. The trans-
formation equations to obtain the Lab channels from the
XYZ components are defined in Eqs. (2)–(5).

fðtÞ ¼
�
t1∕3; t > α3

t∕ð3α2Þ þ 16∕116; t ≤ α3
; (2)

L ¼ 116fðY∕YnÞ − 16; (3)

a ¼ 500½fðX∕XnÞ − fðY∕YnÞ�; (4)

b ¼ 200½fðY∕YnÞ − fðZ∕ZnÞ�; (5)

where α ¼ 6∕29 and ðXn; Yn; ZnÞ is the reference white for
the scene in CIEXYZ. In this work, the reference white used
is the daylight illuminant D65, having Xn ¼ 95.05, Yn ¼
100, and Zn ¼ 108.88. The inverse transformation from
CIELab to RGB is not required in this study.
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The main advantage of the CIELab color representation
is that the Euclidean distance between two points is propor-
tional to the difference perceived by a human between the
two colors represented by these points. This ability to
express color difference of human perception by
Euclidean distance is very important32 because any direct
comparison can be performed based on geometric separa-
tion. Whereas this representation matches the perception
of human eyes,33 the RGB does not show such property.
For this reason, RCT uses the color in terms of a perceptually
uniform space using the components a and b from the
CIELab color space.

2.2 Standard Deviation Map as Texture Feature
Because the pixels in textured regions of an image show
more intensity variations than the pixels in homogeneous
regions, a measure of those variations may be used to deter-
mine the boundaries of such textured regions, e.g., the stan-
dard deviation. Moreover, because different textures have
different variations in intensity, this measure also allows
to distinguish between different textures. In this regard, a

standard deviation map, or image T, is obtained as follows:
for each pixel in the image, the standard deviation σ of the
pixel intensities in a neighborhood is calculated. This neigh-
borhood consists of a square region containing k ¼
ð2dþ 1Þ2 pixels and centered at the current pixel position.
The parameter d is the number of pixels from the central
pixel to a side of the window. Equations (6) and (7) are
used to obtain σ.

μr ¼
1

k

Xk
i¼1

xri ; (6)

σ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ2 − μ21

q
; (7)

where x is the intensity value for the i’th pixel of the neigh-
borhood, and μ1 and μ2 are the first and second statistical
moments about zero, respectively. In our study, the standard
deviation map (image T) is computed directly from the light-
ness component L in the CIELab representation.

Fig. 1 The general process of the proposed segmentation approach, RCT.
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Special considerations are required for those pixels close
to the image edges, where the corresponding neighborhood
extends beyond the image boundaries. If the pixels outside
the image are considered to be of intensity zero, false texture
variations appear at the edges of the standard deviation map.
To reduce these artifacts, the intensity of the pixels outside
the image are matched to the intensity of the pixels inside the
image that are located at the same distance from the edge.
This mirroring procedure preserves the texture characteris-
tics of the regions near to the image edges.

Examples of the resulting standard deviation maps using a
d ¼ 10 are shown in Fig. 2. Notice that the different texture
regions are shown in different gray levels. The near-black
regions correspond to regions of homogeneous intensity
in the original image, while the different levels of gray
are in function of the intensity variations of the texture.
These examples show that this feature is powerful enough
to distinguish between textured regions within an image.

2.3 Rough Set–Based Segmentation Process
Rough-set theory is one of the most recent approaches for
modeling imperfect knowledge. This theory was proposed
by Pawlak17 as an alternative to fuzzy sets and tolerance
theory. A rough set is a representation of a vague concept
using a pair of precise concepts, called lower and upper
approximations. The lower approximation of a rough set
can be interpreted as a crisp set in classical set theory,
which is conformed by the universe of objects that
share a common feature and are known with certainty.
On the other hand, the upper approximation is generated
by the objects that possibly belong to the lower set but
with no complete certainty. In the context of image seg-
mentation, Mohabey and Ray16 have developed the idea
of the histon, considered as the upper approximation of
a rough set; the regular histogram is considered as the
lower approximation.

To use the histon in the context of a histogram-based seg-
mentation, let Iðm; n; ciÞ be an image of M × N pixels size,
where m, n are the image coordinates m ∈ ½0;M − 1� and
n ∈ ½0; N − 1�. The parameter ci denotes the feature chan-
nels with i > 0 used in the image representation. In this
study, i ∈ f1; 2; 3g, each channel having Li possible values.
Therefore, Iðm; n; ciÞ ∈ ½0; Li − 1� is the intensity value for
the component i of the image at the coordinates ðm; nÞ.

The histogram of an image I is a representation of the
frequency distribution of all the intensities that occur in

the image. The histogram of a given color channel i is com-
puted as in Eq. (8).

hiðgÞ ¼
XM−1

m¼0

XN−1

n¼0

δ½Iðm; n; ciÞ − g�; (8)

where δð·Þ is the Dirac impulse and g is a given intensity
value 0 ≤ g ≤ Li − 1.

As mentioned above, the histogram-based segmentation
methods identify each object in the image by a peak in
the histogram, making the assumption that the features on
the surface of the objects are unvarying. Unfortunately,
such assumption is not always true and variations in the fea-
tures are commonly found, making the identification of
peaks a challenging task. Addressing these issues, the histon
associates pixels that are similar and possibly belong to one
specific object in the image. Such association is not limited
to feature similarity; it also includes the spatial relationship
of the pixels and their neighbors.

Considering the histon as the upper approximation of a
rough set, let us define the similarity between a reference
pixel and its neighbors as the weighted Euclidean distance
dðm; nÞ presented in Eq. (9).

dðm; nÞ ¼
X
p;q∈W

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i

ωi½Iðm; n; ciÞ −Wðp; q; ciÞ�2
r

; (9)

where Iðm; n; ciÞ is the intensity value of the reference pixel,
Wðp; q; ciÞ is the intensity value of its neighbors within the
analysis window W of P ×Q pixel size, and ωi is a weight
added to tune the contribution of each information channel.
Mushrif and Ray18 propose to use i ∈ fR;G;Bg. In our
study, we propose the use of i ∈ fa; b; Tg as the three chan-
nels of information. The pixels, whose distance dðm; nÞ to
their neighbors is lower than a parameter named expanse
Ex, are recorded in the Xð·Þ matrix. The Xð·Þ matrix is
defined in Eq. (10).

Xðm; nÞ ¼
�
1; dðm; nÞ < Ex

0; otherwise
: (10)

In order to process the pixels at the boundaries of the
image in the matrix X, pixel values in the edge are mirrored

Fig. 2 Examples of the resulting standard deviation maps with a d ¼ 10.
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outside the image instead of using zero values. This opera-
tion enables to properly process the whole image under test.

The histon Hi is computed using Eq. (11).

HiðgÞ ¼
XM−1

m¼0

XN−1

n¼0

½1þ Xðm; nÞ�δ½Iðm; n; ciÞ − g�; (11)

where i is a given feature channel, δð·Þ is the Dirac impulse,
and g is the intensity value, where 0 ≤ g ≤ Li − 1.

The histon, in analogy to the histogram, records the fre-
quency of occurrence of pixels that are similar to its neigh-
bors. For each pixel that is similar in features to its neighbors,
the corresponding bin g in its intensity channel i is incre-
mented twice. This double increment in the histon results
in the heightening of peaks, corresponding to locally uniform
intensities. The main advantage of using the histon instead of
the regular histogram is that the histon is able to capture the
local similarity, resulting in a representation tolerant to small
intensity variations. Furthermore, since the peaks are height-
ened, their detection is easier.

In the rough-set theory, the lower and upper sets may be
correlated using the concept of roughness index.18 The
roughness index is a representation of the granularity, or
accuracy, of an approximation set. In our scope, the rough-
ness index is the relationship of the histogram and the his-
ton for each intensity level g, and it is defined as shown in
Eq. 12.

ρiðgÞ ¼ 1 −
jhiðgÞj
jHiðgÞj

; (12)

where i is the feature channel, hð·Þ is the regular histogram,
Hð·Þ is the histon, and j · j denotes the cardinality of the bin.
The value of roughness is close to 1 if the cardinality of a
given bin in the histon is large in comparison with the car-
dinality of the same bin in the histogram. This situation
occurs if there is a high similarity in the features on a
given region. The roughness tends to be close to 0 if
there is a small similarity and a high variability in the
region, because the histon and the histogram have the
same cardinality.

To achieve good segmentation results using rough set–
based methods, the selection of peaks and thresholds from
the roughness index is very important. In the methods pro-
posed by Mushrif and Ray,18,23 the selection of peaks is car-
ried out on the roughness index for each color component in
the RGB color space. The criteria used for the selection of
the significant peaks is based on two rules, empirically deter-
mined. The first criterion establishes a specific height and the
other specifies a minimum distance between two peaks.
The height of a significant peak must be above the 20%
of the average value of the roughness index for all the

pixel intensities, and the distance between two potential sig-
nificant peaks has to be higher than 10 intensity units.
Because the optimal peaks are dependent on the image con-
tent, it is desirable to use adaptive criteria in the selection of
height and distance thresholds.

The overall description of the RCT segmentation process
is shown in Fig. 3. First, the computation of the histogram h,
the histon H, and the roughness index array ρ is carried out.
After that, the array ρ is filtered in order to diminish small
variations. The adaptive selection of the significant peaks in
the roughness index for each feature channel is performed
and, finally, a multithreshold segmentation is accomplished.
More details are given in the following paragraphs.

The reduction of small variations in the roughness index
array ρiðgÞ for each color component i is achieved by filter-
ing them using the averaging kernel shown in Eq. (13).

ρ 0
iðgÞ¼

ρiðg−2Þþρiðg−1ÞþρiðgÞþρiðgþ1Þþρiðgþ2Þ
5

:

(13)

The set of significant peaks for each image is estimated by
computing the minimum height Th of a peak and the mini-
mum distance Td between two peaks. First, the set of all local
maxima P ¼ fp1; p2; : : : ; pkg is obtained from the filtered
roughness measure ρ 0, where a local maximum pk is

pk ¼ fgjρ 0ðgÞ > ρ 0ðg − 1Þ ∧ ρ 0ðgÞ > ρ 0ðgþ 1Þg: (14)

After obtaining the k local maxima, the mean and the
standard deviation of their corresponding heights ðμh; σhÞ
and distances ðμd; σdÞ are computed. The set of significant
peaks contains all the peaks above the height threshold Th ¼
μh − σh that also have a distance to the next peak higher than
Td ¼ μd − σd. After the set of significant peaks is computed,
each threshold is determined as the minimum of the values
found between two peaks. For each feature channel, a multi-
threshold segmentation process is carried out and the preseg-
mented image is obtained with the union of such segmented
feature channels.

2.4 Region Merging
The final step in the RCT segmentation framework is the
reduction of possible oversegmentation issues. This is
accomplished by a region merging process that fuses
small regions with the most appropriate neighbor segments.
The fusion criteria for the merging step varies from method
to method. Usually, the region merging is based on both fea-
ture space and the spatial relation between pixels, simulta-
neously. Nonetheless, some methods18,23,34 only consider
color similarity to decide if two regions are fused, ignoring
the spatial relationship of the different segments.

Fig. 3 Overall description of the rough set–based segmentation process.
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The region merging step in RCT takes into account both
feature similarity and spatial relationship among regions.
First, we identify the small segments whose number of pix-
els is less than a given threshold. From the experiments, we
have found that the oversegmentation is considerably
reduced by merging segments that have a number of pixels
below 0.2% of the whole image size. Once we have iden-
tified all the small regions, they are fused with the most
appropriate neighbor region. Such a region is one that is
more similar in features and shares the greatest number
of connected pixels. An example of this process is illus-
trated in Fig. 4.

In Fig. 5, an example of the resultant images in each step
of our method and the final segmented image are presented.
In Figs. 5(a)–5(c), we can see the images of the feature
channels using a, b and T, respectively. The presegmented
image is shown in Fig. 5(d). Such an image is the result of
the rough set–based segmentation, before the submission to
the merging process. In this image, the borders of the seg-
ments detected are superimposed to the original image and
we can observe that many small regions are present. The
Fig. 5(e) shows the resultant segmentation of RCT after
the merging process, where the oversegmentation issues
were significantly reduced. In this image, we can see

that the pixels of the flower petals are associated in one seg-
ment despite the intensity differences of the red color.
Moreover, the RCT method is able to clearly separate
the red petals of the flower from the yellow center and
the green background.

3 Experiments and Results
The experiments conducted on images of natural scenes for
the performance evaluation of our proposal are presented
in this section. The evaluation is carried out by a thorough
qualitative and quantitative analysis. Additionally, the
assessment of RCT in comparison with other similar and
recent state-of-the-art approaches is also presented.

3.1 Experimental Setup and RCT Parameter
Selection

For the evaluation of the RCTmethod, the scenario described
by Yang et al.35 is replicated for the assessment of segmen-
tation approaches. For these experiments, the Berkeley seg-
mentation data set (BSD)36 is used. Such a data set is an
empirical basis for segmentation algorithms evaluation.
For each image, a ground-truth is available and may be
used to quantify the reliability of a given method.

Fig. 4 Initial regions (a) and the final segmentation map after the region merging process (b) using the
two criteria of feature similarity and spatial connectivity.

Fig. 5 Resulting images of the inner process. Feature components (a) a, (b) b, and (c) T , respectively.
(d) The presegmented image before the region merging process and (e) the final-segmented image.
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Moreover, the diversity of content of this data set, including
landscapes, animals, buildings, and portraits, is a challenge
for any segmentation algorithm.

For a quantitative evaluation, four widely used metrics are
adopted for the assessment of segmentation algorithms:
Probabilistic Rand Index (PRI),37 Variation of Information
(VoI),38 Global Consistency Error (GCE),36 and the
Boundary Displacement Error (BDE).39 These measures pro-
vide a value obtained from the comparison of a segmented
image and the corresponding ground-truth. For the estima-
tion of these measures, we have used the MATLAB® source
code made publicly available by Yang et al.35 Other perfor-
mance measures for segmentation algorithms may be con-
sulted in Table 1 of the article by Ilea and Whelan.3

The BDE measures the average displacement error
between the boundary pixels of the segmented image and
the closest boundary pixels in the ground-truth segmenta-
tions. The GCE evaluates the extent to which a segmentation
map can be considered as a refinement of another segmen-
tation. The VoI metric calculates conditional entropies
between class labels distributions. The PRI counts the num-
ber of pixel pairs whose labels are consistent, both for the
ground truth and for the segmentation result. If the test
image and the ground truth images have no matches, the
PRI is zero, its minimum value. The maximum value of 1
is achieved if the test image and all the segmentation refer-
ences are identical. This measure is considered the most
important in our evaluation because, as pointed out by
Yang et al.,35 there is a good correlation between the PRI
and human perception through the hand-labeled segmenta-
tions. For the PRI, the segmentation is considered better if
the resulting value is closer to 1. For the other measures,
the segmentation is superior if the values are closer to 0.
Additionally to these widely used metrics, we have included
the Normalized Probabilistic Rand index (NPR).37 The NPR,
as it name indicates, is the normalization of the PRI in the
range of ½−1; 1�. Its importance lies in the fact that it consid-
ers the differences among multiple ground-truth images
through a nonuniform weighting of pixel pairs as a function

of the variability in the ground-truth set. Moreover, the NPR
value is more sensitive to variations and it has a higher range
of values than the PRI.

As was previously mentioned, the parameters of a rough
set–based segmentation method are ðW;ExÞ. In the
approaches previously proposed18,23 using the RGB color
space, the best couple of parameters according to the
authors is (3, 100). In contrast, because the feature space
used in this study has a different shape compared with
the RGB color space, the most suitable parameters need
to be estimated. The evaluation of the best combination
of parameters is carried out using the 300 images taken
from the BSD and quantitatively assessed using the PRI
measure. We have exhaustively searched for the best win-
dow size W in the set f3; 5; 7; 9; 11g and the expanse Ex in
the set of f50;100;150; : : : ; 400g.

The influence of the fundamental parameters ðW;ExÞ on
the performance of the RCT method is given in Table 1.
The evaluations presented in this table are measured using
the PRI. The expanse Ex is the similarity tolerance among
the features used and W is the size of the neighborhood
to analyze. The value of Ex has influence on the dilatation
or contraction of the boundary region between the histogram
and the histon, and therefore, on the value of the roughness
index. If Ex is high, the association of similar pixels becomes
more flexible, leading to undersegmentation issues. If Ex is
small, the association becomes more rigid, making highly
similar pixels to be considered as different regions, resulting
in an oversegmentation. The parameterW has a direct impact
on the computation time of the histon, since it defines the
neighborhood size of the analysis for each pixel. It can be
seen in Table 1 that the performance remains stable when
Ex is small and the PRI starts to decrease when
Ex ≥ 200. This decrement in the performance is caused
by the fact that the ground-truth images from the BSD
are, in general, undersegmented. Such fact has been also
observed by Ilea and Whelan.15 The lowest PRI value of
0.7480 is obtained with the parameters (9, 350) and the
best performance, PRI ¼ 0.7856, is found for (7, 150).
Other parameters, like the value of d for the texture extrac-
tion and the weights in the Eq. (9), were also obtained in such
exhaustive search. The window size d for the texture extrac-
tion was searched in the set d ¼ f1; 2; : : : ; 20g and the
weights ωi in the set ωi ¼ f0; 0.1; : : : ; 1g. A window size
of 21 × 21 pixles, meaning a d ¼ 10, and the set of weights
ωi ¼ f0.2; 0.2; 0.6g have been found to provide the best
results.

3.2 Performance Evaluation
A quantitative evaluation of the RCT using the 300 images
from the BSD was carried out. The distribution of the four
quantitative measures PRI, VoI, GCE, and BDE are pre-
sented in Fig. 6. This figure shows the frequency that the
RCT records a given value in each quantitative measure.
For the PRI distribution [Fig. 6(a)], it is noteworthy the lean-
ing of the PRI distribution to the maximum value of 1. This
means that a high number of images achieve high PRI values,
implying that the RCT method has a correspondence with the
ground-truth. This figure also shows the tendency of the
GCE [Fig. 6(c)] and BDE [Fig. 6(d)] distributions, where
the tendency toward a error of zero is noticeable. The cor-
responding mean performance and the standard deviation

Table 1 Performance estimation of the RCT using different combi-
nations of the parameters Ex and W . The performance is evaluated
using the probabilistic Rand index (PRI).

Ex∕W 3 5 7 9 11

50 0.7841 0.7848 0.7848 0.7847 0.7847

100 0.7843 0.7825 0.7844 0.7848 0.7847

150 0.7830 0.7844 0.7856 0.7769 0.7847

200 0.7826 0.7843 0.7747 0.7608 0.7848

250 0.7641 0.7830 0.7828 0.7746 0.7852

300 0.7603 0.7644 0.7704 0.7600 0.7660

350 0.7590 0.7650 0.7691 0.7480 0.7628

400 0.7593 0.7621 0.7690 0.7503 0.7551
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for each quantitative measure PRI, VoI, GCE, and BDE are
shown in Table 2, where we have also added the NPR results.

After the study of the performance of RCT, a comparison
was conducted against other recent and similar approaches.
The first comparison is carried out against the color-based
technique using A-IFS histon.23 As previously mentioned,
this method uses the RGB color representation. In the origi-
nal A-IFS histon-based article, the average performance is
assessed using only the PRI measure. The average perfor-
mance reported for the A-IFS method is 0.7706, which is
lower than the 0.785 index achieved by our RCT. This
implies that the image representation in perceptual color
spaces and the inclusion of texture information improves
the performance of rough set–based methodologies.

A comparison with three other state-of-the-art algorithms
that use both color and texture features was carried out in our
evaluation: the J-image segmentation (JSEG) method pro-
posed by Deng andManjunath,40 the compression-based tex-
ture merging (CTM) approach introduced by Yang et al.,35

and the Clustering-based image Segmentation by Contourlet
transform (CSC) presented by An and Pun.41

The average performance of each method using the four
quantitative measures, PRI, BDE, GCE, and VoI, is

presented in Table 3. For the JSEG and the CTM approaches,
the source codes provided at their web pages were down-
loaded and executed with the 300 BSD images. For
the CSC method, the source code is not available; hence,
the quantitative results presented in the original article are

Fig. 6 Distribution of the resulting values of the four measures for the Berkeley data set. For (a), a higher
value is better, and for (b), (c), and (d), a small value is better.

Table 2 Performance analysis of the RCT method using the five measures.

Global Consistency
Error (GCE)

Boundary Displacement
Error (BDE)

Variation of
Information (VoI)

Probabilistic Rand
Index (PRI)

Normalized Probabilistic
Rand Index

Mean (μ) 0.175 8.007 2.799 0.785 0.462

Std. Dev. (σ) 0.105 4.450 0.885 0.121 0.302

Table 3 Average performance and comparison with other methods.
Within the parentheses is the number of images used by the authors
for their evaluation.

GCE BDE VoI PRI

JSEG (300) 0.196 8.960 2.314 0.774

CTMγ¼0.1 (300) 0.176 9.421 2.464 0.756

CTMγ¼0.15 (300) 0.184 9.490 2.203 0.762

CTMγ¼0.2 (300) 0.187 9.896 2.023 0.761

CSC (100) 0.225 8.634 2.732 0.796

RCT (300) 0.175 8.007 2.799 0.785
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taken. It is important to highlight that the CSC evaluation, as
mentioned in the original article,41 has been carried out using
only a subset of 100 images from the complete set of 300
images from the BSD. This table shows that the best results
for the GCE and the BDE measures are achieved by the pro-
posed RCT method. The lowest value for the VoI measure is
obtained by the CTM approach with γ ¼ 0.2. This means
that our method is more accurate in relation to the
ground-truth segmentations.

For the PRI measure, the method RCT has obtained a
0.785 score, outperforming the JSEG (0.774) and CTM
(0.761) approaches. The method that attains the highest
PRI value is the CSC, reporting a result of 0.796 using
only 100 images for the evaluation. Because mean results
obtained by the RCT methodology and the CSC methodol-
ogy are close to each other, a Student’s t-test was conducted
to determine if the differences observed between the results
are statistically significant. For a fair comparison between
the two methods, we assume that both PRI distributions
are normal and that there is not a significant difference
between the standard deviations of the samples. However,
no standard deviation is reported by CSC from the test sam-
ples. In this regard, the standard deviation from our results is
used for both population samples. We also assume that the
sample from CSC was selected randomly. Given those con-
strains, we calculate t using Eq. (15),

t ¼ μ1 − μ2

σ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N1

þ 1
N2

q ; (15)

where μ1 ¼ 0.7961 is the mean results reported by CSC,
μ2 ¼ 0.7852 is the mean result obtained by RCT,
N1 ¼ 100 is the number of segmentation tests in the sample
by CSC, N2 ¼ 300 is the number of segmentation tests in
RCT sample, and σ ¼ 0.1209 is the standard deviation
from our sample. The degrees of freedom for the t-test
are df ¼ N1 þ N2 − 2 ¼ 398. The p-value obtained from
t and df is P ¼ 0.4354. Because this value greatly differs
from an acceptable significance level (e.g., 0.10, 0.05,
0.01), we conclude that the difference between the mean
results reported by CSC and RCT is actually not statistically
significant.

Additionally to the Student’s t-test and in view that the
authors of the CSC method do not define the selected subset
of images used in their experiments, the tendency of the
mean achieved by our RCT is analyzed for different subset

sizes. For this analysis, we have taken the K ¼
f1; 2; : : : ; 300g images from the RCT results that achieve
the best performance for the PRI measure. The PRI mean
tendency is presented in Fig. 7, where it is shown that if
the number of testing images is increased, the average per-
formance decreases. In this figure, we can see that if 291
images are used, the RCT method achieves the mean perfor-
mance of the CSC method of 0.796. Furthermore, if the best
100 images are taken for the RCT evaluation, our method
achieves a mean PRI value of 0.8894, a much higher
value than the 0.796 obtained by the CSC method that
uses 100 images.

A qualitative comparison of the segmentation results is
presented in Fig. 8, where the first column corresponds to
the CTM outcomes, the second column shows the resultant
images of the JSEG method, and our RCT segmentations are
shown in the third column. We only present qualitative com-
parisons of the methods whose results are available. In these
examples, the edges of the segments are overlaid on the
original image. From this qualitative comparison, we can
observe that the RCT method is in general able to associate
pixels with similar color and texture in single segments. For
example in Fig. 8(a), there are oversegmentation issues in the
outcomes of the CTM and JSEG methods. In Fig. 8(b), a
challenging image is shown, since the color of the cheetah
and its background are very similar. For this case, only the
CTM and the RCT methods are able to separate the
differences in texture of this image. In Fig. 8(c), the ability
of RCT is noticeable for the association of the different inten-
sities of blue in the sky, while the other methods separate
them in two [Fig. 8(c2)] or even in three different segments
[Fig. 8(c1)]. This ability can be also appreciated in Fig. 8(d),
where the RCT is able to merge the elephants in only one
segment. In the case of Figs. 8(e) and 8(f), the performance
of the three methods is very similar. The last example shows
how the CTM and the RCT succeed in the association of
the pixels of the kangaroo while the JSEG attains an
oversegmentation.

Other color-texture segmentation algorithms that attain a
high performance have been proposed, and they deserve a
special mention. This is the case of the MIS method pro-
posed by Krinidis and Pitas12 (PRI ¼ 0.79), the GSEG pro-
posed by Garcia Ugarriza et al.6 (NPR ¼ 0.49), and the CTex
method introduced by Ilea and Whelan15 (PRI ¼ 0.80).
Despite the quantitative results of these methods, they
have not been considered in this assessment because of
the differences in the technical foundations between them
and the RCT. The MIS method is spatially guided based
in energy minimization and it is iterative in two stages of
the method. The GSEG approach is also iterative and spa-
tially guided. It uses a region growing technique and a multi-
resolution merging strategy, which might result in a
considerable processing time. The CTex algorithm, although
it is the method that attains the highest PRI value in the lit-
erature, has computational requirements that are consider-
ably high due to its multiple steps and to the large
number of distributions that have to be calculated during
the adaptive spatial clustering process.

The main attributes exhibited by our RCT are summa-
rized. It is spatially blind: this means that it is not based
on pixel-by-pixel agglomeration. In the RCT, the number
of segments is automatically estimated without the need

Fig. 7 Trend of the probabilistic Rand index measure mean achieved
by the RCT method depending on the number of images taken from
the Berkeley segmentation data set.
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Fig. 8 A qualitative comparison of seven out of 300 segmentation outcomes between the CTM (first
column), JSEG (second column), and our RCT (third column). The segmentation borders are overlaid
on the original image.
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of a predefined number of clusters or seeds initialization. It is
able to integrate different kinds of features. The use of a per-
ceptual color representation and the addition of textural fea-
tures in a rough-set strategy achieves better results than other
methods that use only color cues. Additionally, the signifi-
cant peaks selection, jointly with the merging strategy,
allows better results in comparison with other state-of-the-
art methods in terms of quantitative measures.

4 Conclusion
In this article, the integration of color and visual texture cues
in a rough set–based segmentation approach is proposed.
The proposed method, named RCT, considers the spatial
correlation and similarity of neighboring pixels, including
information of separate color and texture channels. The com-
putation of these features have been shown to be simple, yet
they are representative of the image information. A thorough
analysis of the performance of the RCT method showed that
it can be successfully applied to natural image segmentation,
where the resemblance to human perception may be desir-
able. Experiments on an extensive database show that our
method yields better outcomes, outperforming other rough
set–based approaches and state-of-the-art segmentation
algorithms.
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