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Abstract. This study evaluated the synergistic use of Landsat5 TM and SPOT5 images for improving forest classification using an object-based image analysis approach. Three image segmentation schemes were examined: (1) segmentation based on both SPOT5 and Landsat5 TM; (2) segmentation based solely on SPOT5; and (3) segmentation based solely on Landsat5 TM. The optimal scale parameters based on TM/SPOT5 and SPOT5 were determined by measuring the topological similarity between segmented objects and reference objects at 10 different scales. Mean and standard deviation of the pixels within each object in each input layer were the classification metrics. Nearest neighbor classifier was performed for the three segmentation schemes. The results showed that (1) the optimal scales of TM/SPOT5, SPOT5, and TM were 70, 100, and 0.8, respectively and (2) classification results with medium spatial resolution images were not desirable, with overall accuracy of only 72.35%, while synergistic use of Landsat5 TM and SPOT5 greatly improved forest classification accuracy, with overall accuracy of 82.94%. © The Authors. Published by SPIE under a Creative Commons Attribution 3.0 Unported License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.JRS.8.083550]
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1 Introduction

Object-based image classification is carried out on the premise that adjacent pixels with similar spectral responses are aggregated into an object which segments the image into nonoverlapping regions. The processing units in an object-based approach are objects rather than pixels in the conventional pixel-based classification approach. An object-based classification approach is applied, not only relying on the spectral information of remotely sensed data but also making full use of the spatial information, including geometry, texture, and some topographic factors such as slope, aspect, and elevation. This technique can reduce the “salt and pepper” effect caused by variation of the spectral responses in the same entity, especially for very high-spatial resolution (VHR) imagery, in which the same entity is usually represented by pixels with high spectral heterogeneity. Previous research has demonstrated that better results can be achieved using object-based classification than pixel-based classification, which is widely applied in a complex forest ecosystem for species classification and information extraction.

With the increased availability of satellite sensor images and the development of remote sensing technology, a combination of multisource remote sensing images with different temporal, spectral, and spatial resolutions can combine the advantages of each, and has an overwhelming advantage in the extraction of forest inventory information and quantitative estimation. The conventional method in forest information extraction using combined multisource data is
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based on the scale transformation (including scale up and scale down), which focuses on the process of consistency in spatial resolution, and largely causes information loss and structural damage. In comparison with the conventional scale transformation, a hierarchical network of image objects can be constructed through multiscale segmentation in an object-based approach which is capable of integrating multiresolution datasets in the classification process. For example, Ke et al. evaluated the synergistic use of QuickBird multispectral image and LIDAR data for forest species classification using an object-based approach with the highest accuracy reaching 91.6%.

Classification accuracy is influenced by the segmentation accuracy; thus, selection of the optimal scale parameter in multiscale image segmentation is crucial for the integrated use of multiresolution datasets in the object-based approach. Identifying the optimal segmentation scale parameters mainly involves four methods: (1) visual inspection. Optimal parameters are selected by comparing the segmentation results through many experiments based on visual inspection. This method is relatively simple, but lacks quantitative criteria. (2) Statistical parameter method. Standard deviation of brightness means (SDOM) and the mean of standard deviations (MOSD) are first calculated. The minimum MOSD and maximum SDOM of objects’ brightnesses are used as the main evaluation index to determine the best segmentation scale parameters. However, using this method can only obtain optimal segmentation scales covering a certain range. Lian and Chen used this method to demonstrate that ASTER data were segmented using the scale of 10–30, while SPOT with a 10-m spatial resolution data were 30–40, SPOT with a 2.5-m spatial resolution data were 30–50, and QuickBird was 60. Verification showed that the results generated from the optimal scale were mostly consistent with the actual surface entities. (3) The method of measuring the topological similarity between segmented objects and reference objects. The segmentation quality is evaluated by comparing the segmented objects to the reference objects. Moller et al. and Ke et al. used the relative position (ratio of the distance between the center of a reference object and the center of an overlapped region of interest to the maximum distance between the center of the reference object to the most distant overlapping regions) or the absolute distance (the difference between the center of the overlapped region of interest and the center of the reference object) to evaluate the topological similarity between segmented and reference objects, and then determined the optimal segmentation scale. Ke et al. measured the topological similarity between segmented and reference objects to choose the optimal scale for both QuickBird images and LIDAR data. Then classification was conducted at the optimal scale with the Kappa reaching 91.6% for the classification accuracy. (4) Other methods such as detecting the relationship between the internal homogeneity in the object and the heterogeneity among objects, shape characteristics of segmentation objects, relative error of area, relative error of perimeter, and so on.

In this research, we investigated the synergistic use of Landsat5 TM and SPOT5 imagery for improving forest species classification accuracies. The objectives of this paper were to investigate optimum scale parameters for image segmentation based on both Landsat5 TM and SPOT5 (labeled as TM/SPOT5), based solely on SPOT5 imagery (labelled as SPOT5) and based solely on Landsat5 TM imagery (labelled as TM) and to analyze and evaluate forest classification accuracy.

2 Study area and Dataset

2.1 Study Area

The study area (Fig. 1) is Shanchuan town, which is located in the south of Anji County (119°14’-119°53’E and 30°23’-30°53’N) in Zhejiang Province, China. Anji County has been very famous for the Moso bamboo forest due to its large area of distribution and its important role in supporting the local economy. The study area, Shanchuan town, covers an area of 46.72 km², 88.8% of which is covered by forests. The local climate is characterized as a subtropical oceanic climate with a yearly precipitation of 1400 mm and a mean temperature of 15.6°C. The landuse/land cover includes Moso bamboo, broadleaf, conifer, residential areas, bare land, and water. Here, we labeled residential areas and bare land as nonforest.
2.2 Data Collection and Preprocessing

TM imagery was acquired on July 5, 2008, with a spatial resolution of 30 m, and SPOT5 imagery was acquired on April 22, 2012, and consisted of a panchromatic band with a spatial resolution of 2.5 m and four multispectral bands with a spatial resolution of 10 m. Although the TM and SPOT5 images were acquired in different years, the land-cover types of the study area are stable during this period. Therefore, imageries from the two years did not influence the research of the methodology. A forest map with a scale of 1:10,000 was used for the validation of segmentation and classification. A field survey of the land cover/land use in the accessible regions was carried out in May 2011. A total of 67 sample sites were located using GPS measurements. The survey enabled us to capture the composition and the structure of the land cover categories. A forest map of the study area was depicted through manual interpretation of aerial photographs of very high spatial resolution by the Forest Resources Monitoring Center of Zhejiang Province and the Anji County Forestry Bureau in June 2008.

Each of the three datasets was geometrically corrected using a quadratic polynomial model based on ground control points extracted from the topographic map (1:50,000). Multispectral and panchromatic imageries were fused using the IHS transformation method to generate a new dataset with a spatial resolution of 2.5 m. Since the SPOT5 image had no blue band with which to display the true color image, the true color image was simulated by considering band1 as the blue band, \((\text{band}1 \times 3 + \text{band}3)/\text{band}4\) as the green band, and band2 as the red band. TM imagery with a resolution of 30 m and the fused SPOT5 imagery with a resolution of 2.5 m were used in the experiment. The forest map of Shanchuan town was processed into a vector map with attribute properties including the type of forest, the forest compartment number, the subcompartment number, the areas of dominant trees, and others. Ten subcompartments of three forest types extracted from the vector map were used as reference objects for the assessment of the segmentation results.

3 Methods

Three schemes of multiscale segmentation were examined: segmentation based on both TM and SPOT5 images, segmentation based solely on SPOT5, and segmentation based solely on TM. For the former two schemes, different scale parameters were tested and the corresponding segmentation results were compared to determine the optimal scale by measuring the topological
similarity between the segmented and reference objects. For TM, the optimal scale was identified by visual inspection because it was very easy to visually distinguish each TM segmentation result. Then the optimal scales for the three schemes were selected and the consequent classification framework was implemented at the optimal scale.

3.1 Image Segmentation

The segmentation algorithm used in the study followed the fractal net evolution approach, which is embedded in the eCognition 8.7.1 software. It is a bottom-up region merging technique, where each pixel is treated as an initially separate segment. The smaller segments are then merged pairwise into larger ones if the increase in heterogeneity of the new segment compared to its component segments is less than a user-defined scale parameter. The scale parameter is a criterion used to specify the maximum increase allowed in the heterogeneity to control the merging process. The scale parameter is critical for the segmentation result, which is directly related to the size of the resultant objects, with a larger scale parameter resulting in larger objects. Image segmentation results also depend on other parameters, including weight of layers, weight of color/shape (1-color), and weight of smoothness/compactness. The weight of layers determines the contribution of the layer to the image segmentation. The weight parameter of color balances the spectral and shape heterogeneity and the shape factor involves the weight parameters of compactness and smoothness. This research examined the parameters for TM/SPOT5-based and SPOT5-based segmentations in Table 1. The weights of input image layers were defined to obtain more homogeneous objects, their color parameters were used due to the low ratio of the shape factor, the smoothness parameters were defined to achieve the optimal scale parameters, and the scales were divided into 13, ranging from 10 to 130 at an interval of 10.

The segmentation parameters from the TM image were described as follows: color/shape parameter $= 0.9/0.1$ and compactness/smoothness parameter $= 0.2/0.8$.

3.2 Selection of Optimal Segmentation Scales

The method of measuring the topological similarity between segmented and reference objects was applied to select the optimal scales for the TM/SPOT5 and the SPOT5 segmentations. Visual interpretation was used to choose the optimal scale for TM segmentation because the segmentation results of TM were easy to judge by visual inspection. Objects intersecting the reference objects by over 10% of the object areas were considered as segmented objects of interest. Overlapped regions between reference and segmented objects were extracted. Two metrics of topological similarity for optimal scales’ parameters were calculated with Eqs. (1) and (2):

\[
RA_{or}\% = \frac{1}{n} \sum_{i=1}^{n} \frac{A_0(i)}{A_r} \times 100, \tag{1}
\]

\[
RA_{os}\% = \frac{1}{n} \sum_{i=1}^{n} \frac{A_0(i)}{A_s(i)} \times 100, \tag{2}
\]

where $RA_{or}$ defines the relative area of an overlapped region to a reference object; $RA_{os}$ defines the relative area of an overlapped region to a segmented object; $n$ represents the number of segmented objects of interest, $A_0(i)$ is the area of the $i$th overlapped region associated with a reference object, $A_r$ is the sum of the area of reference objects, and $A_s(i)$ is the area of the $i$th segmented object. Reference and segmentation objects in the subset of the SPOT5 image at a specific scale were shown in Fig. 2. Objects created by image segmentation contain characteristics of the original image and provide the spectral and spatial attributes and spatial topological relationships for the spatial analysis.

3.3 Classification and Accuracy Assessment

A nearest neighbor classifier was used for the three segmentation schemes to classify the images into five categories, including Moso bamboo, broadleaf, conifer, nonforest, and water.
object-based features used in the classification were the mean and standard deviations of the pixels within each image object in all the input layers. Nine input layers based on TM/SPOT5, three based on SPOT5, and six based on TM were used (Table 1). Therefore, the number of object features used in the classification for the three schemes was 18, 6, and 12, respectively. According to the measuring grid (Fig. 3), sampling points at an interval of 500 m were used for validation in the accuracy assessment. Confusion matrices for the accuracy assessment of the results were conducted based on the 170 sampling points of validation for TM/SPOT5, SPOT5, and TM classifications. Visual interpretation of the 170 sampling points was implemented for accuracy assessment. This was based on 67 sample sites through a field survey which enabled us to obtain knowledge of the land cover types and the referenced forest map.

4 Results

4.1 Optimal Scale

The results showed that the optimal scale parameter for the segmentation of TM/SPOT5 was 70 [Fig. 4(a)]. RAor and RAos curves intersected at scale parameters approaching 70. RAor increased with a decrease in RAos, from the scale parameters from 10 to 130 as a whole. This illustrated the similar patterns of RAor and RAos values and produced the best segmentation results. The segmentation results were shown in Fig. 5(a).

The optimal scale parameter of 100 for SPOT5 segmentation was selected [Fig. 4(b)]. Similar to Fig. 4(a), the RAor and RAos curves intersected at scale parameters of approximately 100, indicating that the best segmentation results were achieved at this scale. The segmentation results were shown in Fig. 5(b).

Based on visual interpretation of image segmentation results through experiments, the optimal scale parameter of 0.8 for TM image segmentation was identified. As illustrated in Fig. 6, when a scale parameter was set to 10, an object contained several kinds of land cover types, showing poor internal homogeneity. However, when the scale decreased, objects gradually became homogeneous.

4.2 Forest Classification Results

The classification results of TM/SPOT5, SPOT5, and TM (Fig. 7) show very different spatial patterns. Confusion matrices were built for the accuracy assessment of the classification results (see Tables 2 to 4). Classification based solely on TM resulted in a lower accuracy than the other classifications for each of the three segmentation schemes. The overall accuracy and kappa value

<table>
<thead>
<tr>
<th>Segmentation schemes</th>
<th>Data layers</th>
<th>Weight</th>
<th>Scale parameters</th>
<th>Color</th>
<th>Smoothness</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM/SPOT5</td>
<td>Red (TM)</td>
<td>1</td>
<td>10–130</td>
<td>0.9</td>
<td>0.2</td>
</tr>
<tr>
<td>TM/SPOT5</td>
<td>Green (TM)</td>
<td>1</td>
<td>10–130</td>
<td>0.9</td>
<td>0.2</td>
</tr>
<tr>
<td>TM/SPOT5</td>
<td>Blue (TM)</td>
<td>1</td>
<td>10–130</td>
<td>0.9</td>
<td>0.2</td>
</tr>
<tr>
<td>TM/SPOT5</td>
<td>NIR (TM)</td>
<td>1</td>
<td>10–130</td>
<td>0.9</td>
<td>0.2</td>
</tr>
<tr>
<td>TM/SPOT5</td>
<td>Short infrared (TM)</td>
<td>1</td>
<td>10–130</td>
<td>0.9</td>
<td>0.2</td>
</tr>
<tr>
<td>SPOT5</td>
<td>Red</td>
<td>1</td>
<td>10–130</td>
<td>0.9</td>
<td>0.2</td>
</tr>
<tr>
<td>SPOT5</td>
<td>Green</td>
<td>1</td>
<td>10–130</td>
<td>0.9</td>
<td>0.2</td>
</tr>
<tr>
<td>SPOT5</td>
<td>Blue</td>
<td>1</td>
<td>10–130</td>
<td>0.9</td>
<td>0.2</td>
</tr>
</tbody>
</table>
obtained from TM were 72.35% and 0.5928; SPOT5-based segmentation produced a slightly higher accuracy, with an overall accuracy of 78.82% and a kappa value of 0.6818; the highest overall accuracy and kappa value for SPOT5/TM-based segmentation were 82.94% and 0.7509. For bamboo forest identification, the highest accuracy was observed based on TM/SPOT5 classification, with the user’s accuracy of 84.72% and producer’s accuracy of 87.17%, followed by SPOT5 classification, which was lower, and TM which was the lowest. Compared with SPOT5 and TM, the user’s accuracy of the bamboo forest using TM/SPOT5 was increased by over 5%; the user’s accuracy of the broadleaved forest using TM/SPOT5 was also the highest with 90.20%. However, the user’s accuracy of the coniferous forest based on SPOT5 was the highest, with TM/SPOT5 lower, and TM as the lowest. For Moso bamboo, the producer’s accuracy of the TM/SPOT5 classification was 20% higher than that of TM. It can be seen from the results that the integration of TM and SPOT5 using an object-based classification method can improve the forest classification accuracy to some extent. The bamboo forest classification accuracy was significantly improved in this study.

5 Discussion

As was illustrated in Fig. 4(a), the optimal scales detected based on TM/SPOT5 were between the scale parameters of 60 and 70. As was shown in Fig. 4(b), the optimal scales detected based
on SPOT5 were between the scale parameters of 100 and 110. The differences among reference objects (red polygon), segmentation objects (black polygon), and the intersected polygon (cyan polygon) and segmentation objects, at scale parameters of 60 and 70 based on TM/SPOT5 and at the scale parameters of 100 and 110 based on SPOT5 were difficult to detect through visual inspection when compared with Figs. 8 and 5. But there were certain differences in the number of interesting segmentation objects between the scale parameters of 60 and 70 based on TM/SPOT5 and between the scale parameters of 100 and 110 based on SPOT5 (see Table 5).

Table 5 indicated that the number of segmented objects of interest decreased with the increase of the scale parameters. Generally, the low RA_{or} values, high RA_{os} values and a large number of interesting objects demonstrated oversegmentations at smaller scales; otherwise, larger scales led
to undersegmentations. In this study, we adopted two metrics (RAor and RAos) of topological similarity between segmented and reference objects for evaluating the optimal scale. The similarity of RAor values and RAos values representing the best segmentation results could avoid over- and undersegmentations. For TM/SPOT5, 29 detected segmented objects of interest at the scale parameter of 60 were more than the 22 segmented objects of interest at the scale parameter of 70, which indicated that the segmentation results at a certain scale parameter also carried a certain oversegmentation. Meanwhile, it was also shown in Fig. 4(a) that the similarity gap of RAor values and RAos values was about 13.5% at a scale parameter of 60. For SPOT5, 26 segmented objects of interest at the scale parameter of 110 were less than the 29 segmented objects of interest at the scale parameter of 100. Meanwhile, it was shown in Fig. 4(b) that the similarity of RAor and RAos values (RAor = 32.01%, RAos = 33.98%) at the scale parameter of 100 is higher than that (RAor = 35.78%, RAos = 33.33%) of 110, which indicated undersegmentation at a scale parameter of 110 for SPOT5.

Figure 9 illustrated the difference between the scale parameter 60, 110 and the optimal scale 70, 100 in classification accuracies. Overall accuracies, kappa values, and user’s accuracies of Moso bamboo and broadleaf at the optimal scale of 70 (SPOT5/TM) and 100 (SPOT5) were higher than those at 60 (SPOT5/TM) and 110 (SPOT5). From this point of view, the optimal segmentation scale was very valid.

The results demonstrated that the accuracy of the results by the integrated use of TM5 and SPOT5 was better than that of only using SPOT5 or only using TM, especially for the accuracy

Fig. 4 Segmentation quality evaluation using relative area of overlapped region to reference objects (RAor) and relative area of overlapped region to segmented objects (RAos): (a) TM/SPOT5 image-based segmentation and (b) SPOT5 image-based segmentation.

Fig. 5 Segmentation based on TM/SPOT5 and SPOT5 image: (a) TM/SPOT5-based segmentation at scale parameter 70 and (b) SPOT5-based segmentation at scale parameter 100.
of the bamboo forest, which was improved by over 10% compared to TM. However, the user's accuracy of the coniferous forest was much higher for SPOT5 (85%) than for TM/SPOT5 (67.86%). Because of the small size and dispersive distribution of the coniferous forest, poor matches between segmentation and reference objects in the coniferous forest occurred through multiscale segmentation, which resulted in its low accuracy. Therefore, for the forest types with a small area, the classification results of the integrated use of the image with the

![Fig. 6 Segmentation based on TM image](image)

![Fig. 7 The classification maps based on object](image)
Table 2  Confusion matrix for TM/SPOT5 image-based classification at scale parameter 70.

<table>
<thead>
<tr>
<th>Classified data</th>
<th>Reference data</th>
<th>Moso bamboo</th>
<th>Broadleaf</th>
<th>Conifer</th>
<th>Water</th>
<th>Nonforest</th>
<th>Total</th>
<th>UA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moso bamboo</td>
<td></td>
<td>61</td>
<td>10</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>72</td>
<td>84.72%</td>
</tr>
<tr>
<td>Broadleaf</td>
<td></td>
<td>1</td>
<td>46</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>51</td>
<td>90.20%</td>
</tr>
<tr>
<td>Conifer</td>
<td></td>
<td>4</td>
<td>5</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>67.86%</td>
</tr>
<tr>
<td>Water</td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>Nonforest</td>
<td></td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>15</td>
<td>19</td>
<td>78.95%</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>70</td>
<td>61</td>
<td>24</td>
<td>0</td>
<td>15</td>
<td>170</td>
<td></td>
</tr>
<tr>
<td>PA</td>
<td></td>
<td>87.14%</td>
<td>75.41%</td>
<td>79.17%</td>
<td>—</td>
<td>100%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td></td>
<td>Overall accuracy = 82.94% kappa = 0.7509</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: UA: User’s accuracy, PA: Producer’s accuracy. The same below.

Table 3  Confusion matrix for SPOT5 image-based classification at scale parameter 100

<table>
<thead>
<tr>
<th>Classified data</th>
<th>Reference data</th>
<th>Moso bamboo</th>
<th>Broadleaf</th>
<th>Conifer</th>
<th>Water</th>
<th>Nonforest</th>
<th>Total</th>
<th>UA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moso bamboo</td>
<td></td>
<td>60</td>
<td>8</td>
<td>3</td>
<td>0</td>
<td>5</td>
<td>76</td>
<td>78.95%</td>
</tr>
<tr>
<td>Broadleaf</td>
<td></td>
<td>8</td>
<td>48</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>62</td>
<td>77.42%</td>
</tr>
<tr>
<td>Conifer</td>
<td></td>
<td>0</td>
<td>0.3</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>85%</td>
</tr>
<tr>
<td>Water</td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>Nonforest</td>
<td></td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>9</td>
<td>12</td>
<td>75%</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>70</td>
<td>59</td>
<td>26</td>
<td>1</td>
<td>14</td>
<td>170</td>
<td></td>
</tr>
<tr>
<td>PA</td>
<td></td>
<td>85.71%</td>
<td>81.36%</td>
<td>65.38%</td>
<td>0</td>
<td>64.29%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td></td>
<td>Overall accuracy = 78.82% kappa = 0.6818</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4  Confusion matrix for TM image-based classification at scale parameter 0.8.

<table>
<thead>
<tr>
<th>Classified data</th>
<th>Reference data</th>
<th>Moso bamboo</th>
<th>Broadleaf</th>
<th>Conifer</th>
<th>Water</th>
<th>Nonforest</th>
<th>Total</th>
<th>UA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moso bamboo</td>
<td></td>
<td>40</td>
<td>7</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>54</td>
<td>74.07%</td>
</tr>
<tr>
<td>Broadleaf</td>
<td></td>
<td>13</td>
<td>57</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>76</td>
<td>75%</td>
</tr>
<tr>
<td>Conifer</td>
<td></td>
<td>6</td>
<td>1</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>65%</td>
</tr>
<tr>
<td>Water</td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Nonforest</td>
<td></td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>13</td>
<td>19</td>
<td>68.42%</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>63</td>
<td>67</td>
<td>24</td>
<td>0</td>
<td>16</td>
<td>170</td>
<td></td>
</tr>
<tr>
<td>PA</td>
<td></td>
<td>63.49%</td>
<td>85.07%</td>
<td>54.17%</td>
<td>—</td>
<td>81.25%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td></td>
<td>Overall accuracy = 72.35% kappa = 0.5928</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

medium or low spatial resolution and the image with high spatial resolution would not be desirable. In this study, since sampling points for validation were not located for water, the user’s accuracy of water could not be calculated.

Previous studies proved that the accuracies of Moso bamboo, broadleaf, and conifer exceeded 80% for TM using a conventional pixel-based classification approach. However, classification accuracies of these three forest types were 65%–74% using a multiscale, object-based approach. This finding illustrated that an object-based classification method might not be appropriate for an image with medium spatial resolution such as TM in forest classification. As is known, the object-based segmentation process aggregates the adjacent pixels with similar spectral responses into an object. In a VHR image, the same entity may be represented by pixels with a high spectral variance. Therefore, image segmentation can reduce the misclassification rate of assigning the same object with high spectral heterogeneity to different classes, and can generate the better classification results in object-based classification compared with the pixel-based classification. However, the phenomenon of “same object with different spectra” for medium or low spatial resolution satellite imagery is rare and the variance

![Fig. 8 Segmentation based on TM/SPOT5 and SPOT5 image: (a) TM/SPOT5-based segmentation at scale parameter 60 and (b) SPOT5-based segmentation at scale parameter 110.](image)

<table>
<thead>
<tr>
<th>Scale parameter</th>
<th>Number of segmented objects of interest</th>
<th>TM/SPOT5</th>
<th>SPOT5</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td></td>
<td>510</td>
<td>979</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>171</td>
<td>311</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>85</td>
<td>175</td>
</tr>
<tr>
<td>40</td>
<td></td>
<td>55</td>
<td>107</td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>39</td>
<td>67</td>
</tr>
<tr>
<td>60</td>
<td></td>
<td>29</td>
<td>45</td>
</tr>
<tr>
<td>70</td>
<td></td>
<td>22</td>
<td>41</td>
</tr>
<tr>
<td>80</td>
<td></td>
<td>17</td>
<td>38</td>
</tr>
<tr>
<td>90</td>
<td></td>
<td>14</td>
<td>31</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>14</td>
<td>29</td>
</tr>
<tr>
<td>110</td>
<td></td>
<td>14</td>
<td>26</td>
</tr>
<tr>
<td>120</td>
<td></td>
<td>14</td>
<td>24</td>
</tr>
<tr>
<td>130</td>
<td></td>
<td>14</td>
<td>23</td>
</tr>
</tbody>
</table>
of spectral responses in pixels representing the same entity is low. Additionally, incorrect segmentation in some objects results in assigning the pixels of different species into an object, thus decreasing the classification results. Therefore, better results may not be achieved using an object-based classification approach for satellite images with medium or low spatial resolution.

6 Conclusion

This paper analyzed the synergistic use of TM images with medium spatial resolution and SPOT5 images with higher spatial resolution for improving forest classification accuracy using an object-based approach. The results showed that object-based segmentation technique is appropriate for segmenting high spatial resolution images. The best result was acquired when both TM and SPOT5 were taken into account for segmentation and classification. Although the classification accuracy of TM/SPOT5 was superior to the either the single SPOT5 or single TM image, integrated data did not improve the accuracy of forest types with a small area and dispersive distributed characteristics such as coniferous forest. Scale was one of the most critical parameters and different scales in the same segmentation scheme generated different classification results. Thus it was important to select the optimal scale parameter for segmentation. In this study, the method of measuring the topological similarity between segmented and reference objects was applied to choose the optimal scale. Based on which classification results were most satisfactory, a scale parameter of 70 was determined as optimal for both TM and SPOT5. Furthermore, the other segmentation parameters in Table 1, such as the weights of the input image layers, color/shape, and compactness/smoothness were also taken into account for examination and will be further studied in the future.
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