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1 Introduction

The primary focus of several aircraft and space-based instruments is to assess the global distribution of greenhouse gases including carbon dioxide (CO$_2$) and, more importantly, the associated time varying CO$_2$ fluxes. Among these are the current “Greenhouse gases Observing SATellite,” that hosts a passive multiband Fourier transform spectrometer designed to measure atmospheric column abundances of CO$_2$ and CH$_4$, and the recently launched orbiting carbon observatory mission whose multiband grating spectrometers will provide data to characterize CO$_2$ sources and sinks on regional scales. In addition, a number of potential missions are in the planning phase, such as the NASA Decadal Survey Active Sensing of CO$_2$ Emissions over Nights, Days, and Seasons (ASCENDS) mission, which will employ active technologies, such as laser differential absorption spectroscopy (LAS), to quantify global CO$_2$ mixing ratio (XCO$_2$) column amounts. The preformulation phase of this effort is currently being supported by a number of aircraft-based instruments and technology demonstrations.
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Although the active sensing approaches have some significant benefits in that they enable the measurements under nonsunlit conditions and are potentially less susceptible to interference due to clouds and aerosols, they and their passive counterparts face similar technological challenges which must be addressed in order to meet their stringent measurement goals and objectives. Not only there are a number of technological issues, e.g., hardware qualification, mass, and power constraints that must be considered in any successful design, but also there are a number of atmospheric state and spectroscopy issues that impact end-to-end performance and overall measurement accuracy. Among the latter are the interplay between uncertainties in the observed atmospheric state and its impact on the spectroscopic variability due to pressure, temperature, interference from other gaseous species, and the associated altitude-dependent measurement weighting functions.

Desired product accuracies of <1 to 2 ppm for XCO$_2$ (Refs. 5 and 6) result in derived requirements for both the sensor (i.e., instrument noise) and the data processing (overall processing algorithm accuracy). One such challenge that faces both the passive and the active approaches is to understand the impact of required ancillary information on the accuracy and precision of the retrieved CO$_2$ column values. In particular, uncertainties in global surface pressure drive estimates of dry air column density. The vertical distribution of temperature and moisture also impacts estimates of dry air column density as well as the associated spectroscopy and radiative transfer. Because of the stringent measurement requirements, this overall “atmospheric uncertainty” usually represents a large fraction of the overall sensor/system error budget. Line selection is a critical part of any such instrument design that must meet or exceed the stringent measurement requirements.

This work outlines a simulation-based method for assessing the impact of “atmospheric uncertainty,” hereafter referred to as “noise,” due to uncertainties in temperature and moisture profiles and surface pressure on LAS-based measurements of CO$_2$ columns using the integrated path differential absorption (IPDA) technique (The term “atmospheric noise” is often used to refer to the radio waves generated by lightning during thunderstorms. However, in the context of a sensor system error budget, the error due to uncertainty in the assumed atmospheric state can also be considered as a “noise” term. In this paper, we refer to the “atmospheric uncertainty” as “noise.”). To illustrate this methodology we provide results from this analysis method for multiple absorption features in the 1.57-µm region described in prior work as suitable absorption lines for estimating CO$_2$ column amounts, and a single feature in the 1.27-µm region proposed for estimating surface pressure via differential absorption due to oxygen (O$_2$). We have limited the analyses to clear-sky conditions because the goal of this work is to design and demonstrate a consistent mechanism for parameterizing the CO$_2$ and the O$_2$ column measurement uncertainties due to atmospheric state uncertainty and to allow for an objective means of selecting spectral lines/regions as part of a mission design. Although this work was conducted with LAS systems that utilize single on-line/off-line wavelength pairs, our analysis could be applied to systems that utilize multiple on/off-line wavelength pairs. With only slight modifications, this technique would also be applicable to understanding uncertainties in clouds, aerosols, and surface topography. Such analyses are the focus of on-going/future development efforts.

The goal of this work is to assess the impact of uncertainties in atmospheric temperature, moisture, and surface pressure knowledge on the two observed quantities (CO$_2$ differential absorption cross section and CO$_2$ differential optical depth) that provide an estimate of XCO$_2$. Like their passive counterparts, these measurements will also be impacted by a number of other atmospheric parameters such as aerosols and clouds. However, the impacts of these quantities on the measured values are highly dependent on instrument implementation and are beyond the scope of this work. It is most likely that any final implementation would include extensive cloud screening to mitigate the impact of clouds on the desired clear-sky retrievals. Second partial paths contamination due to partial column information introduced by reflections off of cloud decks or aerosols may be mitigated in a pulsed implementation using range gating to distinguish returns from clouds versus surface terms. Range information to cloud decks or aerosol layers can also be obtained with a continuous wave system that uses swept-frequency modulation techniques. The meteorological uncertainties characterized in this work would factor into a comprehensive error budget for any IPDA instrument measurements.
2 Differential Absorption Measurement Technique

This work outlines a method for assessing the impact of atmospheric state uncertainty for a laser-based differential absorption measurement system. These measurements of column CO$_2$ and O$_2$ amounts are derived from ratios of transmittance values or differences in optical depths obtained by measuring the absorption for a set of independent laser lines. The quantities represent the observed laser energy that is transmitted from the observer to the surface of the earth and reflected back to collocated receivers. In the simplest case, these ratios/differences are computed for two independent wavelengths, one traditionally located somewhere “on” the spectral absorption feature of interest, and the other located “off” the spectral absorption line of interest. The on-line values provide a measure of relative absorption/transmission due the average gas column density, and the off-line values are a relative measure of any background absorption. The ratio of these two values provides a measure of absolute column density.

For example, the observed CO$_2$ differential optical depth, $\Delta \tau$, associated with a given CO$_2$ spectral feature as illustrated in Fig. 1, is also given by

$$\Delta \tau = \int_{0}^{P_{sfc}} \Delta \sigma(\lambda_{on}, \lambda_{off}, T, p) \cdot \eta(T, p) \cdot \left(\frac{1-q}{g \cdot M_{dry}}\right) dp,$$

where $\Delta \sigma$ is the CO$_2$ differential absorption cross section, $\eta$ is the CO$_2$ number density, $g$ is the local acceleration due to gravity, $M_{dry}$ is the molecular mass of dry air ($28.9644 \times 10^{-3}/N_A$ kg/molecule, where $N_A$ is Avogadro’s number), $q$ is the local specific humidity, $P_{sfc}$ is the surface pressure, and $\lambda_{on}/\lambda_{off}$ represent the on/off-line wavelengths. $X_{CO_2}$ is given by

$$X_{CO_2} = \frac{\Delta \tau + \Delta \tau_{other}}{\int_{0}^{P_{sfc}} \Delta \sigma(\lambda_{on}, \lambda_{off}, T, p)(1-q) dp},$$

where $\Delta \tau_{other}$ represents the residual observed differential optical depth due to other species in the region of interest. Optimally, $\Delta \tau_{other}$ approaches zero in the case where the region of interest
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is void of other absorption features, e.g., water vapor and other trace gases. The measurement error terms are not only driven by the instrument design but also the ancillary meteorological data employed in the retrieval process and the interplay between the two. Both $\Delta \sigma$ and $\eta$ vary as a function of pressure and temperature. As illustrated by these equations, the accuracy of retrieved XCO$_2$ values depends not only on the error characteristics of the observed $\Delta \tau$ but also on the ability to accurately characterize the P, T, and WV concentrations along the observed path. In the case of global space-based monitoring systems, retrievals of XCO$_2$ typically rely on P/T/WV values derived from meteorological analyses that combine atmospheric general circulation models with assimilation of both ground-based measurements, e.g., rawinsonde observation (RAOB) and hourly surface weather observations, and satellite observations to globally estimate the atmospheric state. This work addresses the impact of uncertainties in atmospheric temperature, moisture, and surface pressure knowledge on the two observed quantities that provide an estimate of XCO$_2$ as given in Eq. (2). These parameters are the CO$_2$ column mixing ratio and the dry air surface pressure, which can be derived from the observed surface pressure and the water vapor mixing ratio profile. Similar to their passive counterparts, these measurements are also impacted by a number of other atmospheric parameters such as aerosols and clouds. However, the impact of these parameters on the measured quantities is highly dependent on instrument implementation and is beyond the scope of this work.

The dependency on surface pressure in Eq. (3) assumes the use of a model meteorological value that includes influences due to water vapor. Errors in meteorological data (T/WV/P) may be reduced by using an estimation of surface pressure derived from a second measurement of the differential optical depth due to O$_2$. For this reason, an analysis of the O$_2$ column amount and derived surface pressure is included in this study.

In the case of surface pressure derived from O$_2$ measurements, Eq. (3) becomes

$$X_{CO_2} = \frac{\Delta \tau_{CO_2} + \Delta \tau_{other} \int_0^{P_{sfc}} \Delta \sigma_{O_2}(p)(1-q)dp}{\Delta \tau_{O_2} + \Delta \tau_{other} \int_0^{P_{sfc}} \Delta \sigma_{CO_2}(p)(1-q)dp},$$

(3)

3 Method

The analyses implemented in this work utilized the ratio of the measurement signal to the signal uncertainty due to imperfect knowledge of the atmospheric state (noise). These quantities were developed using the following simulation paradigm:

1. A set of matched pairs of observations and model vertical temperature, moisture, and surface parameters were derived from RAOB and numerical weather prediction (NWP) model fields.
2. These atmospheric state vector pairs were combined with a nominal vertical CO$_2$ profile with a constant concentration of 385 ppm, and input into the line-by-line radiative transfer model (LBLRTM) to construct sets of simulated optical depths.
3. For each of the profile pairs a set of simulated truth, signal, and model optical depth values were computed. The RAOB data were used to simulate the “true” optical depths observed by the sensor and the model profiles were used to construct the “model” optical depths that would be used in the retrieval approach given as the estimate of the atmospheric state.
4. These values of optical depth were then employed to generate spectrally dependent noise and average signal values given a defined set of differential wavelength pairs, which can be used to understand the impact of atmospheric uncertainty on the overall XCO$_2$ error budget.

The details of each of these steps are given in the following sections.

This process was initiated by developing a set of matched pairs of observations and model vertical temperature, moisture, and surface parameters derived from RAOB (Ref. [1]) and NWP model fields collected both over the continental United States as well as on a global basis for representative periods between July 2011 and July 2012. The representative time periods were chosen to include data from all seasons as well as both daytime and nighttime observations. The RAOBs were obtained from publically available sources and the matching model data were
extracted from both the 12-km North American mesoscale model (NAM)\textsuperscript{12} and ½ deg global forecast system (GFS)\textsuperscript{13} analysis fields. The NAM was chosen to represent the uncertainty statistics associated with a high spatial resolution model for a well-instrumented area, and the GFS fields were chosen to illustrate the errors associated with a courser global domain. Only 0-h forecasts or model analysis fields were selected in this work to describe the model error characteristics based on the assumption that any operational retrieval system would either acquire data from an external source or employ an $N$-dimensional variational data assimilation system to minimize the impact due to uncertainties in the atmospheric state. Although RAOBs are by no means an absolute representation of the atmospheric state at any point\textsuperscript{10} they do provide a consistent measure that can be compared with NWP data for statistical purposes. The matching NWP profiles were selected using a nearest neighbor approach based on the RAOB station location and contained vertical temperature and moisture, relative humidity (RH) profiles on a fixed pressure grid as well as surface parameters (temperature, RH, surface pressure, and station height). A conservative quality control scheme was used to screen out RAOB with missing data and those in cloudy conditions based on the model cloud fraction and RAOB upper-air water vapor. The RMS differences as a function of pressure level for the resulting temperature and RH profiles for the ensemble set are shown in Fig. \textsuperscript{[\textcolor{red}{1}]} This figure illustrates the vertical distribution of errors in both temperature and water vapor between the nominal surface (1000 mbar) and $\sim$20 km (50 mbar) for both the OZ and 12Z analysis. This figure shows the vertical error distribution as a function of both pressure and height above the surface for the NAM and the GFS profile databases used in this study. The temperature errors range from 1 to 1.2 K in the troposphere to a maximum of 2 to 3 K at the surface. The errors at the surfaces are due to, among other things, the mismatches between observer height and model grid cell height. The water vapor mixing ratios root mean squared error (RMSE) values ranged from near zero in the upper troposphere to 0.5 to 1.0 g/kg in the 2 to 5-km range and 1.5 to 2.0 g/kg at the surface. Although this set of matched observation and model profile pairs do not provide an adequate estimate of the extremes, they do provide a systematic method for quantifying the statistical mean impact of these uncertainty terms on measurement error.

A similar approach was taken to assess the global variance in surface pressure. Observed surface pressure values were extracted from $\sim10^7$ airport and/or permanent surface weather observation station reports (METAR) for the same contiguous United States (CONUS) and global regions described above along with their corresponding NWP model values. The NWP model values were corrected to the observed station height using a standard lapse rate relationship. The resulting 1σ value for the CONUS region was $\sim$1.1 mbar and the 2σ value was 2.1 mbar. The global region exhibited a 1σ value of 0.8 mbar and a 2σ value of 1.7 mbar, respectively. Globally, these observations showed no significant biases and only slight seasonal variation in standard deviations. The standard deviation varied as expected as a function of hemispheric region. In this study, the uncertainties in surface pressure knowledge were simulated by adding random variables drawn from normal distributions with standard deviations of 1 mbar to represent a nominal case and of 2 mbar to explore a more extreme environment.

The atmospheric state vector pairs were combined with a nominal vertical CO$_2$ profile with a constant concentration of 385 ppm and input into the LBLRTM (Ref. \textsuperscript{[\textcolor{red}{14}]} ) to construct sets of simulated optical depths (typically referred to as “$r'$”) over a predefined range of wavenumbers. LBLRTM optical depths are computed from Voigt line shape functions at atmospheric levels and with a continuum model that includes self- and foreign-broadened water vapor as well as continua for CO$_2$, O$_2$, N$_2$, O$_3$ and extinction due to Rayleigh scattering. The version used in the study included 2012 updates to the CO$_2$ line parameters and coupling coefficients based on the work of Devi et al.\textsuperscript{[\textcolor{red}{17}]} the O$_3$ line parameters based on HITRAN (Ref. \textsuperscript{[\textcolor{red}{7}]} ), and additional quadrupole parameters between 7571 and 8171 cm$^{-1}$.

For each of 2500 profile pairs a set of simulated truth, signal, and model values of optical depth were computed. The RAOB data were used to simulate the “true” optical depths observed by the sensor and the model profiles were used to construct the “model” optical depths that would be used in the retrieval approach given an estimate of the atmospheric state. In addition, a set of “signal” optical depths were constructed based on the “truth” profiles and either an augmented CO$_2$ profile or a change in surface pressure. In the CO$_2$ case, the nominal CO$_2$ profile was augmented by adding a predefined concentration to each layer between the surface and
simulated observation height. In the $O_2$ case, the observed surface pressure was adjusted by modifying the surface height to match the desired surface pressure. In this case, the signal pressure values were assumed to be less than the observed or model values to prevent the use of subsurface profile values. In all cases, the observed path length, i.e., the height between the observer and the surface, was held fixed to eliminate changes in optical depths due to path length.

These values of $\tau$ were then employed to generate spectrally dependent atmospheric uncertainties (noise) and average signal values given a defined set of differential wavelength pairs. This work assumes that retrieved CO$_2$ column or surface pressure values are derived from the difference in optical depths between the absorption at an “off-line” wavelength whose absorption is dominated by the continuum or constituents other than the feature of interest, and a value at an “on-line” wavelength whose absorption is primarily driven by the feature of interest. Although this approach does not address all retrieval methods or observational techniques that employ multiple measurements along a given absorption feature, it does provide metric values that can, in general, be used to constrain the fit between the observed data and RT modeled values.

The noise in the measurements of $\tau$ associated with uncertainties in the atmospheric state at each spectral sample in the given simulated waveband was computed as the RMS error defined as the differences between the simulated true values and the NWP model based values of $\tau$. These differences in optical depths, for a given off-line ($\lambda_{\text{off}}$), were calculated as

$$\Delta \tau_{\text{noise}}(\lambda) = [\tau_{\text{RAOB}}(\lambda_{\text{off}}) - \tau_{\text{RAOB}}(\lambda)] - [\tau_{\text{MET}}(\lambda_{\text{off}}) - \tau_{\text{MET}}(\lambda)],$$

and

$$\Delta \tau_{\text{signal}}(\lambda) = [\tau_{\text{RAOB}}(\lambda_{\text{off}}) - \tau_{\text{RAOB}}(\lambda)] - [\tau_{\text{signal}}(\lambda_{\text{off}}) - \tau_{\text{signal}}(\lambda)],$$

where $\tau_{\text{RAOB}}(\lambda)$ is the observed or true optical depths derived from the RAOB data. In the noise case, $\Delta \tau_{\text{noise}}(\lambda)$ is computed based on $\tau_{\text{MET}}(\lambda)$ derived from the NWP model data, and the estimated noise values as a function of wavelength are given as the RMS error of $\Delta \tau_{\text{noise}}(\lambda)$:

$$\text{noise}(\lambda) = \sqrt{\frac{1}{N} \sum_{N} [\Delta \tau_{\text{noise}}(\lambda)]^2},$$

where $N$ is the number of profiles in the match pair dataset. In the signal case, the $\tau_{\text{signal}}(\lambda)$ values are derived from atmospheric state variables based on the RAOB data plus an augmented CO$_2$ column or surface pressure value. The resulting signal term is then given as the absolute average over the ensemble set of $\tau_{\text{signal}}(\lambda)$:

$$\text{signal}(\lambda) = \frac{1}{N} \sum_{N} |\Delta \tau_{\text{signal}}(\lambda)|.$$

In this study, the differential signal and the noise spectra were computed for three CO$_2$ regions near 1.57 $\mu$m, and a single $O_2$ band of interest near 1.27 $\mu$m, consistent with the sensor simulations described in Ref. 18. Each band was 300-pm wide and had center wavelengths at $\sim$1.5711, 1.5723, and 1.5805 $\mu$m (6327.06095, 6359.96733, and 6364.92203 cm$^{-1}$) for the CO$_2$ bands, and the center of the trough—the mid-point between two closely spaced absorption features—at 1.2625 $\mu$m (7920.59760 cm$^{-1}$) for the $O_2$ band. Two observational scenarios were constructed to evaluate observations from an airborne instrument and those for a space-based mission, with both scenarios developed based on a nadir viewing geometry. The airborne configuration assumed a 5-km observation altitude, whereas the space-based scenario was based on a 20-km observation altitude. Although it is well understood that the space-based scenario covers only a fraction of the path associated with any proposed satellite viewing geometry, the length selected bounds the limits of the observed and NWP data, and represents the fraction of the atmosphere that has the most severe impact on these measurement techniques.

Figure 3 shows representative optical depth values, and an example set of computed signal and noise values is shown in Fig. 4. These figures illustrate how changes in the CO$_2$ column and atmospheric pressure ($O_2$) impact the measurement and provide a reference for how large of an atmospheric uncertainty is acceptable. That is, the atmospheric uncertainty must be much less...
than these changes in CO₂ and O₂ in order to retrieve the desired quantities with the required accuracy.

These simulated differential optical depth signal and noise values were then used to compute first-order estimates of expected signal uncertainties (equivalent noise signals) due to uncertainties in temperature, water vapor, and surface pressure. Equivalent noise signal is the relative XCO₂ change in parts per million (or surface pressure in mbar for the O₂ case) that is equivalent to the error in retrieved CO₂ concentration (or surface pressure) due to uncertainties in the knowledge of the atmospheric state variables. The resulting values, in parts per million for the CO₂ lines and millibar for the O₂ case, were computed by first constructing a set of simulated Δτ values for signal steps that span the expected noise range. In the CO₂ case, these signal values ranged from 0 to 10 ppm, and 0 to 5 mbar in the O₂ case. Finally, these three-dimensional volumes of optical depths as a function of wavelength and differential-integrated column signal strength were used to derive the equivalent noise signals by interpolating the Δτ noise values for a specific on/off-line pair under predefined noise conditions to the equivalent signal value with
the same $\Delta \tau$ value. A two-dimensional representation of these results is shown in Fig. 4. This figure illustrates the resulting estimates for noise equivalent signal for both the CO$_2$ line at 1.5711 $\mu$m, and the O$_2$ line at 1.2625 $\mu$m. Both figures show the noise equivalent signal for all on/off line combinations for a 20-km nadir viewing geometry. The uncertainties in these examples were solely derived from uncertainties in temperature and moisture described by the CONUS-based observation and model profile pairs. As expected, both images in this figure are symmetric around the diagonal where the signal is identical for on- and off-line combinations with identical wavelengths. In the CO$_2$ case, the noise equivalent signal is at a minimum when the on-line resides at or near the line center and the off-line is placed well within the continuum region. These results are expected since there is no appreciable contamination due to water vapor, and the weighting functions near line center peak higher in the atmosphere and have reduced contributions at the surface. These signal and noise terms formed the basis for a number of analyses designed to assess and quantify the impact of uncertainties in atmospheric state knowledge on estimating CO$_2$ or O$_2$ column amounts.

4 Results

Ensemble sets of simulated signal and noise spectra, centered at 1.5711, 1.5723, and 1.5805 $\mu$m for the CO$_2$ bands and at 1.2625 $\mu$m for the O$_2$ band, were created based on a common set of CONUS and globally observed and model atmospheric profile pairs. Simulated signal and noise data were generated for both the reference aircraft and spacecraft configurations described above. In all cases, the path length between the instrument or observer and the surface or target was kept at a constant length to minimize variations in computed values of $\tau$ due to path length variations. All the simulated signal spectra were constructed using the observed or “truth” profile set. In the CO$_2$ cases, the nominal CO$_2$ profiles at a constant 385 ppm as a function of height were uniformly augmented by fixed amounts at all vertical levels to provide a mechanism for equating signal strength with changes in concentration via linear interpolation. Similarly, simulated O$_2$ signal spectra were constructed by reducing the observed surface pressure. In the O$_2$ case, a fixed value was always subtracted from the observed surface pressure to ensure the resulting $\tau$ calculations were based on the observed data and not subsurface values constructed via extrapolations. Three sets of noise-based optical depth values were constructed for the CO$_2$ case based on: (1) the matching NWP model data combined with the observed surface pressure to examine the contributions due to uncertainties in vertical temperature and moisture, (2) the “true” temperature and moisture profiles, plus uncertainties in the observed surface pressure simulated by perturbing the observed by the addition of Gaussian random variable values with $\sigma = 1$ and 2 mbar, and (3) the combination of profiles derived from the NWP data and randomly perturbed
surface pressure values to examine the total contribution due to uncertainties in atmospheric state knowledge. For O2 only the matching NWP model data combined with the observed surface pressure was used to examine the contributions due to uncertainties in vertical temperature and moisture since the derived quantity is the surface pressure and changes in column CO2 should have no impact on observed optical depths in the selected spectral region.

These data sets were then used to construct estimates of noise equivalent signal values for optimal sets of on and off-line wavelength pairs over a ±20-pm range from line center for each wavelength range of interest and each noise case described above. The optimal off-line for each selected on-line in this ±20-pm range was computed by locating the minimum noise equivalent signal. This was accomplished by computing the noise equivalent signal for each simulated off-line position in an extended range of ±150 pm from the line center. The minimum noise equivalent signal was defined as the smallest value that fell within a defined off-line region. Off-line selection was limited to regions removed from the line center in order to mitigate line selection near the line center where even though the noise term approaches zero, the signal is most likely below the instrument noise floor. In real-world applications, however, the noise does not approach zero due to other instrument specific and environmental terms not accounted for in this study (such as electronic detector noise). At a minimum, non-zero instrument noise would force the off-line to be selected in a region in which the desired minimum signal thresholds far exceed the transmitter/receiver noise characteristics. In these studies, the off-line values were chosen to be a minimum of ±20, ±50, and ±100 pm from the center line to avoid selection of closely spaced pairs with near zero differences in transmission. Figures [5] and [6] illustrate the results from a sample set of minimum equivalent noise signal analyses.

Figure 5 shows the decomposition of several potential noise terms and values for a sample CO2 line at 1.5711 μm. The panels in Fig. 5 illustrate the resulting estimated minimum equivalent noise described as function of measured quantity (equivalent noise signal) for CO2 column measurements from 5-km aircraft (a) and from space (b). The solid lines in both define the estimated noise equivalent signal given the combined uncertainties in vertical temperature and water vapor for both the profile sets derived from the global atmospheric state variable sets. In this case, nearly identical results were obtained using the CONUS-based profile data. The dashed and dot-dashed lines illustrate the wavelength dependent noise equivalent signal associated with 1 and 2 mbar unbiased errors in surface pressure knowledge. In this case, the black and the blue line colors denote the underlying input profiles used to construct the observed and modeled optical depths.

Fig. 5 Decomposition of atmospheric uncertainties on optimal performance characteristics. Plots illustrate minimum equivalent noise signal for on-line positions ±20 pm from line center for CO2 line at 1.5711 μm. Plot (a) describes the minimum noise terms for a 5-km nadir viewing geometry, and plot (b) illustrates the results for a 20-km nadir view. Both panels illustrate the minimum equivalent noise associated with uncertainties in vertical temperature/moisture (T/WV) only, a 1-mbar uncertainty in surface pressure with perfect knowledge of temperature/water vapor, and 2-mbar surface pressure uncertainty. The plots show results derived from CONUS NWP data.
Both the observed and modeled $\tau$ values were constructed using identical vertical temperature and moisture distributions derived from the observed dataset with varying surface pressures/surface heights. The nominal differences between the equivalent signal derived from the CONUS profile set and those constructed using the global sample sets simply illustrate the variation due to the finite number of samples in each profile set. It is assumed that as the number of samples in each set approaches an appropriately large number, these differences would approach zero. The error terms associated with the aircraft simulations (left-hand panel of Fig. 5) show broad error functions that mimic the underlying absorption feature characteristics with minimums for both variation in temperature and moisture as well as uncertainties in pressure near the line center. The predominant error term in this scenario is due to uncertainties in temperature and moisture over most of the considered bandwidth and is only equivalent to the errors associated with uncertainties in surface pressure at the edges of the band of interest, where the associated weighting functions have significant differences in absorption near the surface. However, for most of the region the noise equivalent signal is dominated by uncertainties in the vertical temperature and moisture. In this case, the simulated errors based on both the CONUS and the global data sets are very similar in magnitude. These similarities are primarily due to nearly identical vertical temperature error characteristics in the 0 to 5-km region and relatively modest contamination due to in-band water vapor features.

The most significant contamination due to water vapor occurs on the right-hand side of the figure with on-line wavelengths greater than +20 pm from the line center. In this scenario, the impact of modest uncertainties in surface pressure knowledge have little impact on the estimated CO$_2$ column amount due to both the slowing varying density in CO$_2$ along the path and nearly constant absorption along the short path of interest. The same is not true for the simulated satellite case shown in the right-hand panel in Fig. 5. In this case, uncertainties in vertical temperature and moisture dominate in a very narrow region around line center (+2 pm), and have inflection points on both sides of the line center which correspond to the maximum slope on each side of the underlying absorption feature. In the region beyond +2 pm from the line center, uncertainties in surface pressure are either of similar magnitude or dominate the budget due to differences in much more well-defined weighting functions that peak nearer to the surface as the on-line moves farther from the line center.

Figure 6 illustrates the companion decomposition for the selected O$_2$ band in the 1.26-$\mu$m region. In this case, only the impact of the atmospheric temperature and moisture is considered since variations in surface pressure represent the signal of interest. The solid lines in the figure describe the average noise equivalent signals associated with the simulated aircraft geometry and those associated with the simulated spacecraft measurements are given by the dashed lines. The black lines in this figure depict the values derived from the CONUS profile set, and blue lines show the results based on the differences in the global profile sets. In this case, the most notable observation is the pronounced differences between both the simulation results based on the
CONUS observations and those developed from a global data set. These differences help emphasize the sensitivity of these measurements to uncertainties in atmospheric state knowledge. The aircraft 5-km simulations show a very broad minimum with an optimal value in the range of 0.4 to 0.5 mbar located at \( \sim +10 \) pm from the trough center. The simulated spacecraft optimal noise equivalent signal has much more pronounced error characterization curves with a distinct minima of \( \sim 0.3 \) mbar at \(+5\) pm from the trough center. These curves roughly follow the trough structure and the representative mean signal and noise values shown in the right-hand panel of Fig. 4. The fact that the minima lie slightly off trough center is due to the fact that the noise associated with uncertainties in vertical temperature and moisture is asymmetric around the trough center as illustrated in Fig. 3. Although the average signal sensitivity is not optimal at this location, the ratio of signal sensitivity to inherent noise is optimal.

Figure 7 shows the aggregated wavelength-dependent noise equivalent signals for the three different CO\(_2\) absorption lines examined in this study. The upper set of plots describes the aggregated optimal noise equivalent signal given uncertainties in vertical atmospheric state and a 1-mbar uncertainty in surface pressure for both the aircraft (left) and space-based (right) simulations. The lower set illustrates the optimal equivalent signals as a function of wavelength offset from the line center associated with simulated atmospheric uncertainties with a 2-mbar variation in surface pressure. The result for all three center wavelengths (1.571111, 1.572335, and 1.580513 \( \mu \)m) are plotted in each of the panels by describing the \( x \)-axis as a pm offset from the line center. The most striking features are the differences in noise equivalent signals computed for the 1.571111 and 1.580513-\( \mu \)m absorption features and the values for the lines selected around 1.572335 \( \mu \)m. There is a significant increase in the noise equivalent signal due to uncertainties in vertical temperature and moisture for the 1.572335-\( \mu \)m line. This is most prevalent near the line center where, in the 5-km aircraft case, the difference is on the order of 0.6 ppm.
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**Fig. 7** Minimum equivalent noise signals for CO\(_2\) lines centered at 1.5711, 1.5723, and 1.5805 \( \mu \)m given uncertainties in vertical temperature and moisture plus 1-mbar uncertainty in surface pressure for the two plots at the top (a, b), 2 mbar for those on the bottom (c, d). Panel (a) describes the minimum noise terms for a 5-km nadir viewing geometry, and the plots in panel (b) illustrate the results for a 20-km nadir view.
while the spacecraft simulation exhibits a predominant peak at the line center that dominates the cumulative noise term. These results are confirmed by the decomposition of the noise terms due to atmospheric temperature/moisture and uncertainties in surface pressure (not shown for the 1.572335-μm case) and the difference between the CONUS and global profile. The global profile-based simulations have, in general, larger RMS differences primarily in surface temperature as well as a significant increase in the differences in the lower tropospheric estimates of water

Table 1 Optimal off-line wavelengths (optimal off-line offset) and noise signal (equivalent noise signal) for three CO₂ centerlines at 1.571111, 1.572335, and 1.580513 μm. Results are shown for candidate on-line wavelengths offset from centerline (on-line offset) by approximately 0, ±1, ±2, ±5, and ±10 pm. Results assume a nominal 20-km path length and uncertainties in T/WV and 1-mbar surface pressure.

<table>
<thead>
<tr>
<th>Center wavelength (μm)</th>
<th>On-line offset (pm)</th>
<th>Optimal off-line offset (pm)</th>
<th>Equivalent noise signal (CO₂ ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.57111</td>
<td>0</td>
<td>−94.72</td>
<td>0.157</td>
</tr>
<tr>
<td>1.57111</td>
<td>−1</td>
<td>−93.41</td>
<td>0.203</td>
</tr>
<tr>
<td>1.57111</td>
<td>1</td>
<td>−93.41</td>
<td>0.192</td>
</tr>
<tr>
<td>1.57111</td>
<td>−2</td>
<td>−93.41</td>
<td>0.274</td>
</tr>
<tr>
<td>1.57111</td>
<td>2</td>
<td>−93.41</td>
<td>0.259</td>
</tr>
<tr>
<td>1.57111</td>
<td>−5</td>
<td>−96.04</td>
<td>0.389</td>
</tr>
<tr>
<td>1.57111</td>
<td>5</td>
<td>98.63</td>
<td>0.374</td>
</tr>
<tr>
<td>1.57111</td>
<td>−10</td>
<td>−96.03</td>
<td>0.446</td>
</tr>
<tr>
<td>1.572335</td>
<td>0</td>
<td>115.75</td>
<td>0.426</td>
</tr>
<tr>
<td>1.572335</td>
<td>−1</td>
<td>114.44</td>
<td>0.375</td>
</tr>
<tr>
<td>1.572335</td>
<td>1</td>
<td>115.75</td>
<td>0.401</td>
</tr>
<tr>
<td>1.572335</td>
<td>−2</td>
<td>115.75</td>
<td>0.307</td>
</tr>
<tr>
<td>1.572335</td>
<td>2</td>
<td>115.75</td>
<td>0.333</td>
</tr>
<tr>
<td>1.572335</td>
<td>−5</td>
<td>111.82</td>
<td>0.333</td>
</tr>
<tr>
<td>1.572335</td>
<td>5</td>
<td>115.75</td>
<td>0.334</td>
</tr>
<tr>
<td>1.572335</td>
<td>−10</td>
<td>93.34</td>
<td>0.461</td>
</tr>
<tr>
<td>1.572335</td>
<td>10</td>
<td>101.21</td>
<td>0.474</td>
</tr>
<tr>
<td>1.580513</td>
<td>0</td>
<td>−137.59</td>
<td>0.161</td>
</tr>
<tr>
<td>1.580513</td>
<td>−1</td>
<td>150.06</td>
<td>0.200</td>
</tr>
<tr>
<td>1.580513</td>
<td>1</td>
<td>150.06</td>
<td>0.187</td>
</tr>
<tr>
<td>1.580513</td>
<td>−2</td>
<td>150.06</td>
<td>0.272</td>
</tr>
<tr>
<td>1.580513</td>
<td>2</td>
<td>150.06</td>
<td>0.261</td>
</tr>
<tr>
<td>1.580513</td>
<td>−5</td>
<td>150.06</td>
<td>0.368</td>
</tr>
<tr>
<td>1.580513</td>
<td>5</td>
<td>150.06</td>
<td>0.364</td>
</tr>
<tr>
<td>1.580513</td>
<td>−10</td>
<td>150.06</td>
<td>0.429</td>
</tr>
<tr>
<td>1.580513</td>
<td>10</td>
<td>148.63</td>
<td>0.425</td>
</tr>
</tbody>
</table>
vapor content. This near line-center increase in RMSE dominates the 1-mbar case and represents
the dominant error term out to ∼ ±10 pm from the line center in the 2-mbar case.

Finally, Tables 1 and 2 provide a tabular form of the estimated optimal noise equivalent
signals for a select set of on-line wavelengths and the required off-line position required to
achieve the indicated signal-to-noise ratio. Table 1 shows the values for the three CO$_2$ spectral
regions of interest and the associated values for on-line wavelengths 0, ±2 pm, ±5 pm, and
±10 pm from line center. Table 2 shows the corresponding results for the O$_2$ feature examined
in this work. In the O$_2$ case, the on-line wavelengths are defined as 0, ±2, ±5, and ±10 pm from
the center of the trough. The optimal values for the CO$_2$ case range from ∼0.17 to 0.47 ppm, and
the optimal O$_2$ values for the selected waveband range from 0.41 to 2.08 mbar.

Although the objective of this work was not to address the spectroscopic aspects of line
selection, a few points are worth noting regarding the results in Tables 1 and 2 since the optimal
on-line will be based on a number of factors besides uncertainties in temperature, pressure, and
water vapor. First and foremost, on-line selection is based on an average two-way transmission.
Optimally, the nominal two-way transmission at the on-line wavelength should be ∼1 to best
balance the loss of signal power as it travels from the observer to the ground and back again with
the magnitude of the signal modulation, i.e., change in transmission given a change in the col-
umn concentration. Second, there are a number of atmospheric related effects which vary on a
line-by-line basis that include pressure and temperature broadening, shifting of the line due to
changes in temperature, as well as the impact of a complex set of strong/weak water vapor lines
that also vary within the selected band. Although a particular on-line wavelength for an aircraft
measurement may result in the appropriate optical depth, the same on-line wavelength may prove
suboptimal from a transmission perspective for the space-based case. Again, the line selection
results shown in Tables 1 and 2 are intended to convey the isolated impacts of uncertainties in
temperature, pressure, and water vapor on line selection. Third, we do not choose the line center
at the center of an absorption feature due to its weighting function with primary absorption in the
stratosphere.

Since concentration offsets are in parts per million, precise knowledge of the “on-line” wave-
length is very important and can have a significant impact on the interpretation of the measured
optical depth. This is particularly true for lines selected away from the line center. However,
wavelength monitoring is specific to each instrument design. For example, a current airborne instrumen-
ted used the beat frequencies between the three transmitted wavelengths (one on-line
and two off-lines on both sides of the feature) and a wavelength reference to compute the “pre-
cise wavelength” of each laser to within ∼2 MHz. As part of this work it was assumed that the
transmitted wavelengths would be monitored in flight and this precise measure of the wavelength

Table 2 Optimal off-line wavelengths (optimal off-line offset) and noise signal (equivalent noise
signal) for sample O$_2$ trough at 1.262531 μm. Results are show for candidate on-line wavelengths
offset from trough center (on-line offset) by approximately 0, ±1, ±2, ±5, and ±10 pm. Results
assume a nominal 20-km path length and uncertainties in T/WV.

<table>
<thead>
<tr>
<th>Trough wavelength (μm)</th>
<th>On-line offset (pm)</th>
<th>Optimal off-line offset (pm)</th>
<th>Equivalent noise signal (mbar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.262531</td>
<td>0</td>
<td>-50.50</td>
<td>0.593</td>
</tr>
<tr>
<td>1.262531</td>
<td>-1</td>
<td>-50.50</td>
<td>0.681</td>
</tr>
<tr>
<td>1.262531</td>
<td>1</td>
<td>-50.50</td>
<td>0.502</td>
</tr>
<tr>
<td>1.262531</td>
<td>-2</td>
<td>-50.50</td>
<td>0.745</td>
</tr>
<tr>
<td>1.262531</td>
<td>2</td>
<td>-50.50</td>
<td>0.413</td>
</tr>
<tr>
<td>1.262531</td>
<td>-5</td>
<td>-135.50</td>
<td>0.902</td>
</tr>
<tr>
<td>1.262531</td>
<td>5</td>
<td>-121.91</td>
<td>0.327</td>
</tr>
<tr>
<td>1.262531</td>
<td>-10</td>
<td>-143.96</td>
<td>2.081</td>
</tr>
<tr>
<td>1.262531</td>
<td>10</td>
<td>-140.50</td>
<td>1.126</td>
</tr>
</tbody>
</table>
would be provided as part of the auxiliary instrument data and used in the retrieval process to determine the column values associated with the measured optical depths given at that wavelength.

5 Conclusions

The study presented in this work provides a framework for assessing the impact of imprecise knowledge of the atmospheric state—vertical temperature/moisture profiles and surface pressure—on retrieval estimates of column CO$_2$ and O$_2$ concentrations from differential absorption spectroscopy measurements. This study can assist instrument teams in selecting the optimum IPDA laser wavelengths to minimize the impact of meteorological uncertainties in their CO$_2$ and O$_2$ measurements. Although this framework does not address the full end-to-end error budget for a specific instrument, which requires specific knowledge of the instrument design and its error terms, it does provide a systematic method for assessing retrieval errors due to ancillary inputs based on an extensive set of matched sonde-based observations with the collocated NWP model data, and a parametric model of surface pressure uncertainties.

The results from this study define the lower bounds associated with the noise equivalent signal for an LAS instrument operating in the 1.57-μm region, given both nominal uncertainties in temperature/moisture and a 2-mbar uncertainty in surface pressure. Depending on the line position, the equivalent error ranges from 0.2 to 0.8 ppm. These results demonstrate a tradeoff that can be made in the selection of an on-line position that is a complex function of absolute optical depth and the associated weighting function ($\Delta \tau / \Delta P$ or $\Delta \tau / \Delta z$). In order for space-based instruments to achieve the desired precision and accuracy of <1 ppm, instrument designs will need to balance instrument noise characteristics, on-line optical depth, and the associated weighting function with impacts of measurement uncertainties due to knowledge of temperature, moisture, and surface pressure. Optimally, the round trip optical depth for any selected line should be approximately unity, which dictates the use of an on-line wavelength that is away from the line center even for weak absorption lines like those in the 1.57-μm region. Although the selection of on-line wavelengths-offset from the line center, which have associated weighting functions that peak near the surface and better capture information that can be used to constrain near-surface fluxes, more emphasis must be placed on the precision of the required surface pressure estimates. The results also reinforce the need to fully characterize the spectral band of interest including even relatively weak nearby absorption features associated with trace gases, in particular those associated with water vapor that cause contamination due to imperfect knowledge of their associated abundances.

The O$_2$ results, while limited to the single-sample region of interest at 1.26 μm, demonstrate the impact of uncertainties in vertical temperature/water vapor on on-line wavelengths selected in the trough region, and that it might be advantageous to search for alternative on-line wavelengths that are slightly away from the trough minimum if the increase in desired average absolute optical depth can be accommodated by the design. They also indicate that sensitivity to temperature and contamination due to water vapor may play a significant role in the overall instrument error budget, and unless this is carefully done, the errors associated with the O$_2$ column measurements may exceed the nominal results provided by even the global NWP model data.

The framework presented in this work can be extended to explore other CO$_2$ bands of interest, e.g., those in the 2.05-μm region, and the O$_2$ band in the 0.76-μm region, as well as spectroscopic features associated with other trace gases such as CH$_4$. In addition, the approach outlined in this work can be combined with detailed instrument specifications that describe their measurement error characteristics to provide a complete end-to-end error budget of expected instrument performance for both aircraft and space-based missions. This methodology will not only aid in the design of the primary LAS instrument, but also those designed to provide estimates of ancillary information such as surface pressure from total column O$_2$ measurements.
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