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Abstract. With the advent of modern computing and imaging technologies, digital holography is becoming wide-
spread in various scientific disciplines such as microscopy, interferometry, surface shape measurements, vibra-
tion analysis, data encoding, and certification. Therefore, designing an efficient data representation technology is
of particular importance. Off-axis holograms have very different signal properties with respect to regular imagery,
because they represent a recorded interference pattern with its energy biased toward the high-frequency bands.
This causes traditional images’ coders, which assume an underlying 1∕f 2 power spectral density distribution, to
perform suboptimally for this type of imagery. We propose a JPEG 2000-based codec framework that provides
a generic architecture suitable for the compression of many types of off-axis holograms. This framework has
a JPEG 2000 codec at its core, extended with (1) fully arbitrary wavelet decomposition styles and (2) directional
wavelet transforms. Using this codec, we report significant improvements in coding performance for off-axis
holography relative to the conventional JPEG 2000 standard, with Bjøntegaard delta-peak signal-to-noise
ratio improvements ranging from 1.3 to 11.6 dB for lossy compression in the 0.125 to 2.00 bpp range and
bit-rate reductions of up to 1.6 bpp for lossless compression. © The Authors. Published by SPIE under a Creative Commons
Attribution 3.0 Unported License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including
its DOI. [DOI: 10.1117/1.OE.53.12.123102]
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1 Introduction
Fringe patterns occur in many applications across different
scientific disciplines and are mainly used for the characteri-
zation of object shapes and dimensions. Applications include
interferometric synthetic aperture radar, holographic interfer-
ence microscopy, photoelasticity measurements, digital
holography, and even noninterferometric patterns such as
structured imaging applications. However, such fringe pat-
terns do not possess the typical frequency distributions
found in natural photographic imagery, which results in sub-
optimal compression performance when using common
image compression coder-decoder architectures (codecs). This
paper focuses on one particular application, namely digital
holographic microscopy (DHM), which is essentially digital
holography applied to microscopy.

Holography, first discovered in the late 1940s by Dennis
Gabor, measures the full wavefront of a scene by capturing
both the amplitude and the phase information. However,
practical applications for optical holography only started
to appear in the 1960s, mainly due to the development of
the laser. For many years, the recording of holograms was
only possible by means of analog high-resolution light-sen-
sitive film (like photographic film). Digital representation
and reconstruction of holograms were already proposed in
the 1970s,1 but the lack of adequate computing power and
digital imaging devices made it impractical. Over time, how-
ever, with the advent of high-resolution digital image sensors

(like CCDs) and increasingly faster computers, practical
implementations and applications of digital holography
started to appear in the 1990s. As a consequence, DHM has
been successfully utilized for many different purposes such
as the analysis of biological samples2 and materials, charac-
terization of lenses,3 and tomography.

Because the digital holography is getting more wide-
spread and applied in an increasing number of scientific
fields, the need for an efficient digital representation technol-
ogy is growing. Given the multidisciplinary nature of holog-
raphy, various techniques have been experimented with.
Earlier experiments involved the use of histogram-based
approaches4 or relied solely on quantization principles.5

Over time, more advanced codecs were evaluated such
as directly coding phase-shifted holograms with the AVC
and HEVC codecs6 or the JPEG and JPEG 2000 codecs.7

More recently, compression frameworks have been proposed
which were tailored for digital holography such as computer-
generated holograms from encoded multiview video
streams8 and a vector-lifting scheme for phase-shifted holo-
grams.9 Alternatively, some proposals even designed special-
ized transforms for the efficient compression of holograms.
One such example is Fresnelets,10 which can be interpreted
as Fresnel-transformed B-spline wavelets that asymptotically
converge to Gabor functions.11 Although they have several
interesting properties, Fresnelets are not suitable for our
present coding requirements. The reasons are (1) the lack
of support for integer taps that enable lossless compression,
(2) the inherent presence of complex-valued coefficients,
even for real-valued off-axis holograms, (3) the occasional
requirement of zero-padding to correctly simulate Fresnel
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propagation in order to avoid aliasing, and (4) the need to
predetermine a focus depth parameter prior to compression
of the data. Several other analysis functions have been
investigated as well; one notable example is the use of
Gabor wavelets12 for hologram coding: their excellent
time-frequency uncertainty bounds and orientability allow
for effective descriptions of localized frequency content.
Unfortunately, Gabor wavelets are not reversible and form
an overcomplete representation, requiring some coefficient
selection method (such as using the ridge of the Gabor wave-
let transform12).

Moreover, the wide range of applications and recording
setup parameters of DHM typically make the compression
requirements dependent on the use case. In contrast, we
aim to propose a generic, modality-independent coding
architecture, targeted primarily at lossless and near-lossless
compressions. Doing so enables us to provide a framework
suited for archiving the raw hologram data, while still
allowing postprocessing algorithms (such as speckle filter-
ing, unwanted order removal, extended focusing, and so
on) after compression. As such, we propose a framework
based on JPEG 2000, with specific additional extensions that
significantly improve the off-axis DHM data representation.

This paper is an extension of our work published in two
different conference papers.13,14 We extend our previous
work by (1) thoroughly presenting and comparing our cod-
ing architecture against the state-of-the-art, (2) providing the
necessary technical details in order to practically realize our
coding system and ensuring the reproducibility of the results,
(3) providing experimental results on a larger and more var-
ied collection of holograms, and (4) evaluating more coding
technologies (such as JPEG and JPEG-LS) and more wavelet
decompositions (5-level wavelet decompositions, with and
without directional wavelets and/or packet decompositions).

This paper is structured as follows. In Sec. 2, we briefly
explain the principle of off-axis holography and discuss the
data characteristics of such digital holograms. Subsequently,
we introduce JPEG 2000 in Sec. 3 and explain how it can be
efficiently configured to improve the compression perfor-
mance for digital holographic imagery. Section 4 then dis-
cusses our proposed extensions to the JPEG 2000 standard
to further improve the compression efficiency by optimally

exploiting the specific data characteristics of hologram
recordings. We then report on the experiments in Sec. 5.
Finally, we present the conclusions in Sec. 6.

2 Coding of Holograms
Digital holography is a measurement technique based on
the interference of electromagnetic waves. This technology
allows for the recovery of both the amplitude and the phase
of the wavefront and enables the full description and visu-
alization of three-dimensonal objects. Besides the attractive-
ness for entertainment purposes, this is an extremely useful
property for many measurement and visualization applica-
tions. In particular, the use of digital holography offers
many advantages for microscopic applications. Regular
microscopes only provide a two-dimensional (2-D) snapshot
of the intensity with a single-focal plane, while holographic
microscopes, on the other hand, capture the full wavefront
emanating from the sample. This offers several benefits
and substantially expands the available tools for data analy-
sis. For example, the phase data give quantifiable informa-
tion about optical distance and topographical information,
enabling postcapture digital refocusing capabilities. More-
over, holographic microscopy has no image forming lens
and will not suffer from typical optical aberrations caused
by intrinsic lens imperfections of regular microscopes.

Many methods with varying properties, degrees of qual-
ity, and feasibility exist for recording holograms15 such as
Fourier holography, Gabor holography, phase-shifting digital
holography, and off-axis (Fresnel) holography. The holo-
grams used in this paper were recorded using the off-axis
configuration, as shown in Fig. 1, also known as Leith–
Upatnieks holography.16 Such a configuration allows one
to capture a single real-valued recording from which the
sought wavefront can be subsequently extracted. Basically,
the CCD sensor captures the amplitude of the interference
pattern that results from the superposition of a reference
beam and an object beam. The expression for the detected
irradiance I, with R and O representing the amplitudes of
the reference and object beams, respectively, and where *
is the complex conjugate operator, is then given by

I ¼ ðRþOÞ2 ¼ jRj2 þ jOj2 þ R · O� þ R� · O: (1)

Fig. 1 Simplified representation of the setup for off-axis hologram acquisition (transmission imaging).
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Reproduction of the hologram using the same reference
beam R to illuminate the recorded hologram effectively
requires modulating the irradiance2 and can be described by

Ψ ¼ R · I ¼ R · ðjRj2 þ jOj2Þ þ R2 · O� þ jRj2 · O: (2)

The term jRj2 · O in Eq. (2), or the real image, is directly
proportional to the sought object beam. However, the same
equation shows that the reproduced hologram also contains a
number of additional undesired terms. The first term repre-
sents the zero-order diffraction and the second term is a so-
called twin image. With off-axis holography, the reference
beam will reach the CCD at an offset angle θ ≠ 0 deg
instead of being collinear with the object-beam axis. The
detected reference wave will, therefore, approximately be
a tilted plane wave, denoted by Reiωx. The spatial frequency
ω depends on the incidence angle θ ω ¼ ð2π∕λÞ sinðθ∕2Þ.17
The resulting irradiance will now be the following:

I¼ðReiωxþOÞ2¼jRj2þjOj2þReiωx ·O�þR�e−iωx ·O: (3)

Equation (3) shows that the terms can be effectively sep-
arated in the frequency domain. In principle, a sufficiently
high carrier frequency ω allows the object beam to be recov-
ered unambiguously. However, in practice, large overlaps are
often still present in the frequency domain, especially with
the zero-order term: the total term separation constraints are
often too stringent, leaving limited spectral support for the
real image. Moreover, directly extracting the object wave
field is not straightforward as it requires additional nontrivial
processing steps. In fact, various techniques have been pro-
posed in the literature for extracting the real image,18 all with
their respective advantages and disadvantages. Examples of
such methods are (1) the basic spatial filtering techniques19,20

that have the drawback of altering the reconstructed signal as
a consequence of their global filtering effect,21 or the more
advanced (2) wavelet-domain coefficient selection,22 (3) (lin-
ear and nonlinear) Fresnelet filtering,18 or (4) nonlinear ceps-
trum filtering.23,24

Moreover, the quality of the resulting real image depends
on additional factors for which no general solution exists:
(1) Scenes with objects at multiple depths have to be mod-
eled using postprocessing such as extended focusing,25

(2) the applied quality metric is extremely use case-specific,
as it will, e.g., have to determine the relative importance
between the amplitude and the phase information, and (3) dis-
tortions caused by the setup’s nonidealities, such as aberra-
tions in the microscope objective and in the wave planarity,
have to be taken into account and compensated for.26

The selection of specific methods for preprocessing the
recorded image before compression will thus inevitably
limit the scope of an applied compression algorithm with
respect to the range of supported modalities. Thus, our pro-
posal instead uses a modality-independent compression
architecture, intended to allow for compressing the entire
interferogram I in a progressive lossy-to-lossless manner;
that is, the proposed coding architecture controls the losses
incurred by coding, eventually offering lossless decoding of
the input data when this is needed.

Due to the nature of off-axis holography, the omnipresent
high-frequency components manifest themselves as salient
fringes in the hologram and cause the power spectrum
distribution to significantly deviate from the typical 1∕f2

distribution found in regular imagery (Fig. 2). The important
basis functions, therefore, have to consist of well-oriented
high-frequency components, as they will largely represent
the real image to be viewed. We confirmed this13 by
using independent component analysis to formally character-
ize the nature of the information content in multivariate data.
The twin image is also contained in these high-frequency
components. However, this is not an issue in the case of
off-axis holography compression, because the twin image
is the complex conjugate of the real image in the frequency
domain. Thus, no extra information will be coded in this
respect. Some recent publications also have confirmed the
importance of orientation and high frequencies in hologra-
phy by using Gabor wavelets, evaluated at multiple orienta-
tions,12 or by using the wavelet-bandelets transform.27

However, these publications mainly used coefficient thresh-
olding and did not provide complete coding frameworks.
Finally, the good space localization properties of wavelets
are of larger importance in DHM data, because the shallow
focus distances result in spatially localized structures in the
hologram (see Fig. 7).

In the following section, we will first concisely introduce
the JPEG 2000 coding architecture on which we will build
our system.

3 JPEG 2000

3.1 Introduction

JPEG 2000 is a scalable wavelet-based still image coding
system. The JPEG 2000 standard represents a family of stan-
dards, where Part 1 describes the core coding technology.
The other parts define the extensions by amending Part 1

Fig. 2 Spatial verus frequency domain representations of a natural
image and a hologram. (a) Lena, a natural image; (b) Lena, in
Fourier frequency domain; (c) Coin, a hologram; (d) Coin, in
Fourier frequency domain.
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with new features or capabilities, thus making JPEG 2000
modular by design. Its core technology, as defined in Part
1, offers a rich set of features such as native tiling support,
resolution and quality scalability, progressive decoding,
lossy and lossless compressions, region-of-interest coding,
error resilience, true random access in the code-stream,
and so on. Moreover, JPEG 2000 natively supports various
color formats, such as RGB, Y 0CbCr, and arbitrary n-chan-
nel, at bit depths ranging from 1 to 38 bits per channel.
Especially important is the rate-distortion (RD) optimization
capability that is inherent to the design of JPEG 2000 and
allows for optimal control of the bit rate of the produced
code-stream while minimizing the overall distortion in a
lossy compression scenario.

Both its modular and extendable designs and its excellent
RD characteristics make JPEG 2000 a well-suited codec for
the compression of many types of holographic images.

3.2 Architecture

This section gives a brief description of the core coding
technology of JPEG 2000. As shown in Fig. 3, the core archi-
tecture of JPEG 2000 can be roughly divided into two main
parts: (1) the discrete wavelet transform (DWT), and (2) the
two-tiered embedded block coding by optimized truncation
(EBCOT).28,29

The first step in encoding an image with JPEG 2000
consists of a multilevel 2-D DWT using the Mallat dyadic
decomposition structure,30 where only the low-pass sub-
bands are further decomposed in the subsequent resolution
levels. JPEG 2000 employs two wavelet kernels, both syn-
thesized using the lifting scheme: (1) the integer 5 × 3 kernel
for lossless coding and (2) the floating-point 9 × 7 kernel for

lossy to near-lossless codings. Both kernel implementations
are strictly defined by the JPEG 2000 specification. Because
the lifting coefficients of the 5 × 3 kernel are rational num-
bers with denominators of powers of 2, and in order to be
able to guarantee lossless reconstruction at the decoder
side, the specification restricts its implementation to integer
calculus only using well-defined rounding rules. The 9 × 7
kernel, on the other hand, offers much better energy compac-
tion over the 5 × 3 kernel. However, due to its coefficients
being real numbers, it cannot be easily fit into an integer-
based calculus system without severely sacrificing the energy
compaction performance. For this reason, JPEG 2000 spec-
ifies this kernel using floating-point calculus, making it an
irreversible transform. Extensive results on natural data31

show that the lossy 9 × 7 wavelet kernel performs better in
the RD sense than the 5 × 3 wavelet kernel; however, due to
its pure-integer implementation, the 5 × 3 kernel is better
suited for lossless compression.

After the wavelet decomposition step, the resulting sub-
bands are further entropy encoded with the two-tiered
EBCOT. For each of the sub-bands, EBCOT Tier-1 starts
out by grouping the wavelet coefficients into equally sized
rectangular areas, so-called code-blocks. Then, it performs
entropy coding on each of these code-blocks by employing
context-based binary arithmetic coding. The wavelet coeffi-
cients are scanned per bit-plane, starting with the most sig-
nificant bit-plane, using three types of coding passes in
alternating order, namely the significance coding pass, the
magnitude refinement coding pass, and the cleanup pass.
As such, every coefficient bit becomes a member of exactly
one of these three coding passes and gets encoded into the
respective code-block bit-stream. The end of every code-pass
and inherently also the end of every bit-plane scan, marks

Fig. 3 JPEG 2000 encoder schematic.
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a potential truncation point in the resulting bit-stream. Along
with each of these truncation points, Tier-1 also estimates
the associated mean square error (MSE) distortion reduction
values that will drive the Tier-2 RD optimization process.
Thus, after Tier-1 is done, every code-block is represented
by an independently compressed bit-stream and an associ-
ated table of truncation points with distortion reduction
estimates per truncation point.

EBCOT Tier-2 represents the actual RD optimization and
packetization process, responsible for generating the final
JPEG 2000 code-stream. Given the rate and/or quality con-
straints, pieces of the individual code-block bit-streams from
Tier-1 are selected and recombined into larger packets to
form the final JPEG 2000 code-stream. The selection of
the bit-stream pieces is performed in an RD optimal manner
by prioritizing bit-stream chunks based on their respective
RD costs over less important chunks, while still maintaining
causality—i.e., by maintaining the information dependency
between chunks to allow for correct decoding. The RD opti-
mization stops when the rate and/or quality constraints are
met, or when all bit-stream chunks are included in the
final code-stream. Finally, the necessary JPEG 2000 headers
and markers are appended in order to signal the required
decoding options.

3.3 Full Packet Decomposition with JPEG 2000

As stated before, due to the nature of off-axis holography, a
significant part of the important information in these record-
ings is contained in the high-frequency bands. This contrasts
with natural images where most of the visually meaningful
information resides in the lower-frequency bands. Thus,
replacing the Mallat dyadic wavelet transform with a full
packet wavelet transform allows for further decomposition
of the high-pass sub-bands to improve the compression
efficiency.

By default, JPEG 2000 Part 1 features only the Mallat
dyadic decomposition. However, JPEG 2000’s Part 2
Arbitrary Decomposition (AD) extension enables the use of
alternative decomposition structures, signaled within two
additional marker segments in the code-stream. As such,
using this extension enables the configuration of various
packet decomposition structures. The AD extension specifies
a decomposition structure in two parts: (1) an underlying
decomposition to generate the resolution levels and (2) per
resolution level, the extra sublevel decomposition of the
respective high-pass sub-bands.

The resolution levels are defined similarly to Part 1 with
the Mallat dyadic decomposition, with the difference that the
splitting of the low-pass sub-band at each level can be either
in both horizontal and vertical directions or only in one of the
two directions. This sequence of resolution reduction splits is
signaled in the down-sampling factor styles (DFS) marker in
the code-stream, represented as an array, Ddfs, containing
two-bit symbols (“1” = both rows and columns, “2” = rows
only, and “3” = columns only). In the absence of a DFS
marker, the decoder assumes both-ways splitting as the
default, which is the compliant case with a Part 1 code-stream.

Subsequently, one or more AD Style (ADS) markers can
be used to signal the sublevel decomposition of high-pass
sub-bands. Unfortunately, according to the standard, the
ADS syntax only allows for two additional decompositions
of the high-pass sub-bands, inherently limiting the possible
wavelet packet transforms. The ADS marker contains two
arrays: (1) DOads specifies the maximum number of split
levels per resolution using entries of two-bit values, and
(2) DSads specifies the type of extra split using two-bit sym-
bols (0 = no extra split, 1 = both rows and columns, 2 =
rows only, and 3 = columns only). DOads entries with a
value of 1 indicate that no extra high-pass decompositions
are required, while values 2 and 3 indicate one and two
extra decompositions, respectively. The DSads array, on
the other hand, describes the depth-first traversal of the
decomposition tree, with the sub-bands ordered from the
highest resolution to the lowest and within each level as
HH-LH-HL-LL, HX-LX, or XH-XL, depending on the
applied split type.

Hence, the AD extension of JPEG 2000 limits full packet
decompositions to NL ¼ 3 levels. As such, the application of
four or more levels in such a full packet decomposition
structure, as illustrated in Fig. 4(c), is not possible without
modification of the standard. Figure 4(b) visualizes the clos-
est matching decomposition style to a full packet with four
levels that can be described by the AD extension (designated
as the “partial packet decomposition”). Finally, to illustrate
how the AD extension works, we show in Table 1 some of
the more commonly known decomposition structures and
how to signal them. The last column lists the code-stream
signaling cost in bits.

4 Proposed Extensions for JPEG 2000
This section discusses the extensions to JPEG 2000 that
can significantly enhance the compression efficiency of
holographic microscopy images. Figure 5 shows that our

(a) (b) (c)

Fig. 4 Diagrams of the tested 4-level decomposition structures. (a) 4-level Mallat decomposition style;
(b) 4-level partial packet decomposition style; and (c) 4-level full packet decomposition style.
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two proposed extensions are part of the transform phase of
the codec and replace the default DWT block in the JPEG
2000 encoder scheme of Fig. 3.

4.1 Truly Arbitrary Packet Decompositions

As explained in Sec. 3.3, JPEG 2000’s AD extension can
only handle two additional decompositions within high-
pass sub-bands. To overcome the limitation of the AD exten-
sion, we designed our codec to employ an alternative
code-stream syntax that is able to truly describe arbitrary
wavelet decompositions14 including full packet decomposi-
tions containing more than three levels.

The proposed syntax describes a decomposition structure
as an ordered array of split-operations that work on a stack of
available sub-bands. The split-operations are each repre-
sented as a tuple ðs; m; rÞ in the array:

1. Symbol s represents the split type (XY = both rows
and columns, X− ¼ rows only, −Y ¼ columns only,
and −− ¼ termination). Furthermore, the selected
split type s also determines the number of bits required
to signal m and their relation with the generated sub-
bands, as given in Table 2.

2. A binary pattern mask m indicates which of the result-
ing sub-bands will be added to the stack after splitting
for further processing: a bit-value ofmn ¼ 1marks the
respective sub-band for further processing, whereas
mn ¼ 0 signals termination. When s ¼ −−, m con-
tains no bits, meaning that in this case m is simply
not signaled.

3. A positive integer value r ∈ N is reserved for which
of its functional definitions depends on the actual
applied split type in s and the associated value of
mask m:

Table 1 Various well-known decomposition structures, using the arbitrary decomposition (AD) extension syntax (signaling cost reflects additional
required bits, excluding the cost for NL).

Decomposition style NL Ddfs DOads DSads Signaling cost

3-level full packet 3 111 321 18 1’s 80 bits

4-level partial packet 4 1111 3321 33 1’s 112 bits

4-level full packet NA NA NA NA NA

5-level full packet NA NA NA NA NA

5-level federal bureau of investigation (FBI) 5 11111 2321 11101111111111111 88 bits

Fig. 5 Our extended encoder schematic, based on JPEG 2000.
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a. If s ≠ −− and m ≠ 0, then r specifies the number
of times to recursively repeat the split operation
onto all of the respectively generated sub-bands.

b. If s ≠ −− and m ¼ 0, then the value of r is not sig-
naled, because none of the created sub-bands will
be further processed anyway.

c. On the other hand, if s ¼ −−, then r specifies
the number of times to repeat this termination
operation to the stack of sub-bands (thus, one
termination is applied with r ¼ 0). Applying the
termination operation on the sub-band stack is
identical to removing the top element.

The decomposition process starts with LL0 (i.e., the origi-
nal image) as the only available sub-band on the stack.
Subsequently, the process iterates over the list of ðs; m; rÞ-
tuples and with each tuple the according split-operation is
executed. Generated sub-bands that result from a split oper-
ation are immediately pushed onto the sub-band stack,
following HH-LH-HL-LL, HX-LX, or XH-XL ordering.
The process ends when all tuples on the list are processed
(left-over sub-bands on the stack are not further processed).

Table 3 shows how to specify some commonly used
decomposition styles. Please note that although possible,
in practice the extended syntax will not be used to specify
a Mallat dyadic decomposition style, as this is the JPEG
2000 default anyway.

Signaling of the decomposition style in the final code-
stream happens via a newly proposed XAD marker that

encapsulates the binary representation of the array of
split-operation tuples, padded to the byte boundary with
0 bits. The marker length field LXAD determines the number
of elements in the array. It is valid in the main and tile-com-
ponent headers to allow defining different decomposition
structures per tile-component.

4.2 Directional Adaptive Discrete Wavelet Transform

A salient feature of off-axis digital holographic images is
the strongly oriented interference fringes. This hints that
the use of directional wavelet transforms can improve the
compression performance, as they are able to align with
the directional features of the data.13 For that reason, we
show how the JPEG 2000 architecture can easily be extended
to include the block-based directional adaptive DWT (DA-
DWT).32–34

We employ a separable lifting scheme, similar to that of
JPEG 2000 DWT, but with modified prediction and update
functions that are no longer confined only to the horizontal
direction (1,0) for row-based splits and the vertical direction
(0,1) for column-based splits. Doing so enables the direc-
tional DWT to adapt to local geometric features by adjusting
its operational direction. However, all the applied direction
vectors are also required at the decoder side in order to per-
form the inverse DA-DWT operation. From a compression
performance point of view, it is evident that the unavoidable
increment in rate for signaling these directions to the decoder
should not jeopardize the rate reduction brought by the
improved energy compaction of the transform. Thus, in prac-
tice, the adaptability of the directional DWT is restricted by
(1) allowing the selection of only one vector per block of
samples for the row and column splits, 2) limiting the
directions to a discrete set of vectors, and (3) only perform-
ing the DA-DWT on low-pass sub-bands (i.e., LL, XL, or
LX bands).

With the first restriction, DA-blocks are defined in an
identical way as JPEG 2000’s code-blocks and precincts.
Per decomposition level, they represent a grid of equally
sized rectangles that anchor at (0,0) with their dimensions
restricted to powers of 2. The width and height parameters
are signaled in a dedicated marker segment, which we label
XDA, for the DA-DWT. The smallest possible DA-block
is 4 × 4.

Second, the proposed extension uses the following set
of ðx; yÞ vectors for row-based splits fð1;0Þ; ð3;1Þ; ð3;2Þ;
ð1;1Þ; ð1;2Þ; ð1;3Þ; ð−1;3Þ; ð−1;2Þ; ð−1;1Þ; ð−3;2Þ; ð−3;1Þg
and orthogonally fð0;1Þ; ð1;3Þ; ð2;3Þ; ð1;1Þ; ð2;1Þ; ð3;1Þ;
ð3;−1Þ; ð2;−1Þ; ð1;−1Þ; ð2;−3Þ; ð1;−3Þg for column-based

Table 2 The relation between the applied split type, signaled by s, and the definition of mask bits mn , indicating the termination of the decom-
position (mn ¼ 1marks the respective sub-band for further processing, whereasmn ¼ 0 signals termination). It also specifies the bit-stream encod-
ing for r , with Lsbs equals to the sub-band stack size just before processing the respective tuple.

Split type s Code-words for s Generated sub-bands (in order) Associated mask bits Bit coding for r No. bits for r

XY 11b HH, LH, HL, LL m3, m2, m1, m0 Golomb r þ 1

X− 10b HX , LX m1, m0 Golomb r þ 1

−Y 01b XH , XL m1, m0 Golomb r þ 1

− − 00b None None Raw ðlog2LsbsÞ

Table 3 Various well-known decomposition structures using our
proposed syntax.

Decomposition style Operation tuples Signaling cost (bits)

3-level full packet ðXY ;1111b;2Þ 9

4-level partial packet ðXY ;1111b;2Þ,
ðXY ;0000b;0Þ

15

4-level full packet ðXY ;1111b;3Þ 10

5-level full packet ðXY ;1111b;4Þ 11

5-level FBI ðXY ;1111b;1Þ, (−,13),
ðXY ;1111b;1Þ (−,16),
ðXY ;1111b;1Þ, (−,16),
ðXY ;1111b;1Þ, (−,15),

ðXY ;0000b;0Þ

65
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splits (for more information on direction vectors and the
associated lifting schemes, we refer to Chang and Girod32).
Note that the inclusion of the vectors (1,0) and (0,1) allows
the DA-DWT to fall back to the classic DWT in the case
where no dominant direction is present. Thus, each vector
can be represented as an index in the set of available vectors.
Moreover, it is also possible to use different direction vectors
sets, depending on the use case and specific image character-
istics. Per DA-DWT level, we use the JPEG 2000 tag-tree
system to encode the two grids of direction indexes (one
for the row-based split and one for the column-based split).
The actual tag-tree values (two for every DA-block) are
coded in synchronization with the first instance of any of
the possibly associated code-blocks—i.e., depending on the
chosen dimensions of code-blocks and DA-blocks, each DA-
block can relate to one or more code-blocks. This also means
that, at very low bit-rate constraints, it can happen that
no code-block contributions exist whatsoever for a specific
DA-block. In such a case, the associate direction indices
are simply skipped and not encoded in the tag-trees. The
resulting encoded bit-stream is signaled in an XDA marker
segment.

Third, the restriction to allow only the DA-DWT on the
low-pass sub-bands does not negatively impact the compres-
sion performance capabilities of the coding framework. As
demonstrated in Fig. 6, an intrinsic property of the direc-
tional DWT causes resulting high-pass coefficients to be
already horizontally or vertically aligned after the directional
wavelet prediction. As such, a single parameter (i.e., one
byte) in the XDA marker segment signals the number of
decomposition levels that use the DA-DWT, starting at LL0.

Technically, an encoder implementation is free to use any
type of direction vector selection mechanism to drive the for-
ward DA-DWT. To avoid being trapped in local minima, our
framework takes a full-search approach by trying all direc-
tions and selecting the one that minimizes the L1-norm of
the high-pass coefficients.

5 Experiments

5.1 Test Data

The experiments in this paper make use of 12 off-axis holo-
graphic test images, courteously provided by the Lyncée Tec

SA, the Microgravity Research Center (ULB), and Nicolas
Pavillon. For the acquisition of microscopic off-axis holo-
graphic images, two typical setups exist. One setup uses
transmission imaging, which is well suited for transparent
specimens such as biological cells or lenses. Another setup
uses reflection imaging, which is mainly useful for capturing
opaque objects such as surface measurements. Figure 7
shows the thumbnail versions of the holographic images
with their specifications given in Table 4. All images contain
8 bpp samples.

5.2 Objective Quality Metrics

The experiments in this paper report on both lossless and
lossy compression performances. In the case of lossless com-
pression, where the input signal and the reconstructed signal
are identical, the compression performance is quantified in
terms of average bit rate in bits per pixel. In order to facilitate
easier comparisons between different compression strategies,
we present relative bit rates with respect to a common refer-
ence, which is JPEG 2000 with a 4-level Mallat wavelet
decomposition structure.

In the case of lossy compression, we calculate for a given
set of bit rates the respective reconstructed quality (or distor-
tion) as the peak signal-to-noise ratio (PSNR). The PSNR is
basically a logarithmic representation of the MSE between
the original signal I and the reconstructed signal R and is
defined as

PSNR ¼ 10 · log

�
I2max

MSE

�
with

MSE ¼ 1

n

Xn
i¼1

ðIi − RiÞ2;
(4)

where Imax represents the maximum signal value (255 for
8-bit data), and n is the total pixel count in I and R.

In lossy compression, the paper reports summarized
RD results using the Bjøntegaard delta PSNR metric (BD-
PSNR),35 which is a commonly accepted objective metric
for image compression performance evaluations. The BD-
PSNR methodology calculates the difference between two
such RD curves as the surface area size between the curves
within the operating bit-range divided by the integration
interval (see Fig. 8). The bit-rates where PSNR differences
are measured for the BD-PSNR metric35 in this paper are
taken between 0.125 and 2.00 bpp.

5.3 Decomposition Structures and JPEG 2000
Settings

The purpose of these experiments is to assess whether JPEG
2000 or the proposed, extended JPEG 2000 compatible cod-
ing architecture can be used to efficiently compress off-axis
holographic image data. As such, it is evident to include con-
figurations that are fully compliant with the current JPEG
2000 standard, thus including the configurations that rely
on the AD extension of JPEG 2000 Part 2. More specifically,
we test the “Mallat dyadic,” the “3-level full packet” and
the “4-level partial packet” decomposition structures as listed
in Table 1. On the other hand, by using our proposed
extended syntax for the decomposition structures, we also
test the “4-level full packet” and the “5-level full packet”

Fig. 6 Realignment of the directional features with the image axes,
after using the noninterpolated 1-D-discrete wavelet transform
ðDWTÞD . (a) Original image with distinct directional features; and
(b) Resulting LL,HL, LH , andHH sub-bands after a 1-level directional
adaptive DWT (DA-DWT), using direction (1,1).
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Table 4 Specification of the 8-bit images that were used for the experiments.

Image Provider Content description Dimensions Imaging type

Neuron Lyncée Tec Slice of neuronal tissue 1024 × 1024 Transmissive

Erythrocyte Lyncée Tec Erythrocytes from a blood sample 512 × 512 Transmissive

Microlenses Lyncée Tec Array of microlenses 1024 × 1024 Transmissive

Ball Lyncée Tec Surface of a rough microball 1024 × 1024 Reflective

Scratch Lyncée Tec Scratch in brittle material 1024 × 1024 Reflective

Seaweed 1 MRC/ULB Green seaweed specimen 1280 × 1024 Transmissive

Seaweed 2 MRC/ULB Green seaweed specimen 2048 × 2048 Transmissive

Seaweed 3 MRC/ULB Green seaweed specimen 1280 × 1024 Transmissive

Coin N. Pavillon Speckle hologram of a coin 512 × 512 Reflective

Mirror N. Pavillon Scratch on a mirror 512 × 512 Reflective

Sine N. Pavillon Artificial object with sinusoidal amplitudes at
multiple frequencies and orientations

512 × 512 Transmissive

Pollen N. Pavillon Solution of yew pollens 512 × 512 Transmissive

Fig. 7 Set of off-axis holographic images. (a) Neuron; (b) Erythocryte; (c) Microlenses; (d) Ball;
(e) Scratch; (f) Seaweed 1; (g) Seaweed 2; (h) Seaweed 3; (i) Coin; (j) Mirror; (k) Sine; and (l) Pollen.
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decompositions, as mentioned in Table 3. Still, given the rel-
ative image dimensions, a decomposition tree of typically
four levels does suffice to reach optimal energy compaction.

In addition to the wavelet packet transform, our frame-
work also provides support for directional wavelets, for
which results are also presented. In combination with the
described packet decomposition structures, we include the

results using a DA-DWT for the first two decomposition
levels, applied only on the low-pass sub-bands with DA-
blocks of 32 × 32. Please note that the results include the
extra overhead cost for signaling the direction vectors, using
the described tag-tree encoding methodology.

For the lossless compression experiments, we make use of
the standard integer-based 5 × 3wavelet kernel. For the lossy
compression results, we rely on the more efficient, but inher-
ently lossy, 9 × 7 kernel. All the experiments use code-
blocks of 32 × 32, and precincts and tiling are disabled.

5.4 Results

In order to give an indication of the expected compression
performance on holographic images using common JPEG
2000 compression settings and in comparison to regular
images, such as Lena, Barbara, and Mandril, we first present
results using a conventional 4-level Mallat decomposition.
These results, as shown in Table 5, indicate that such a regu-
lar Mallat wavelet decomposition performs similarly well for
off-axis holographic recordings as for regular images. In fact,
all subsequently reported results will be determined relative
to these figures.

Table 6 summarizes the obtained lossless compression
results, presented as the bit-rate gains relative to the lossless
rate when using the 5 × 3 wavelet kernel in a default 4-level
Mallat decomposition mode. These results clearly show that
in most cases, the largest compression efficiency gain is
obtained by enabling the DA-DWT transform and using
a conventional Mallat decomposition structure. A notable
exception is the Seaweed recordings that benefit from the

Fig. 8 Example of the Bjøntegaard delta peak signal-to-noise ratio
metric (BD-PSNR).

Table 5 Lossless compression rates and peak signal-to-noise ratio (PSNR) results on holographic and natural imageries at 2 bpp down to
0.125 bpp JPEG 2000, when applying a 4-level Mallat wavelet decomposition structure.

Image Lossless (bpp) 2 bpp (dB) 1 bpp (dB) 0.5 bpp (dB) 0.25 bpp (dB) 0.125 bpp (dB)

Lena 4.35 44.76 40.23 37.07 33.10 29.78

Barbara 4.81 43.05 37.08 32.07 27.71 24.83

Mandrill 6.14 34.61 28.97 25.44 22.73 21.18

Neuron 4.67 43.47 37.62 33.36 28.44 25.80

Erythocryte 4.91 42.89 37.49 29.93 24.85 22.17

Microlenses 4.12 47.07 41.11 35.06 30.60 27.05

Ball 5.67 36.81 29.50 25.24 22.66 20.88

Scratch 4.44 43.74 38.05 35.76 34.26 32.75

Seaweed 1 3.69 48.69 43.49 37.12 32.04 25.64

Seaweed 2 4.16 45.32 40.90 37.57 31.90 27.33

Seaweed 3 3.97 46.61 42.13 38.95 32.70 29.58

Coin 4.52 43.35 37.88 35.04 33.33 32.07

Mirror 6.14 35.20 26.92 22.14 19.26 18.05

Pollen 5.26 39.74 32.93 29.53 27.86 26.34

Sine 5.44 38.72 31.13 27.88 26.12 24.71
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packet decompositions alone. This is caused by the recording
setup in which the fringes align with the horizontal and ver-
tical axes. Such axis alignment during the image acquisition
is, in fact, sub-optimal as it minimizes the available band-
width for the spectral separation of the real and conjugate
image parts. The results also show that, even without the
DA-DWT, most packet decomposition structures already
significantly improve the compression efficiency for most
holograms.

Table 7 shows the BD-PSNR results relative to the 4-level
Mallat configuration using the 9 × 7 wavelet kernel. These
results indicate that the 9 × 7 kernel with lossy coding pro-
vides the largest compression performance gain when apply-
ing the 4-level partial packet decomposition, in combination
with the DA-DWT transform. Again, similar to lossless
coding, the Seaweed images benefit even more from using
the packet decompositions alone.

The results from both Tables 6 and 7 show that even in
a JPEG 2000 constraint application, the compression effi-
ciency for off-axis holographic images can seriously benefit
from the use of a limited packet decomposition, such as
the 3-level full packet or 4-level partial packet structures.
However, our proposed extensions enhance the compression
efficiency even more drastically. The DA-DWT proves to be

a very powerful tool, significantly increasing the compres-
sion performance on off-axis microscopic holography data.

It should be noted that the measured distortion introduced
by the lossy compression of the recorded hologram is not
necessarily directly proportional to the actual perceived
distortion of the reconstructed object. This depends entirely
on the nature of the introduced distortion. Improvement of
the reconstruction quality can be achieved by modifying
the used quality metric (which is the conventional MSE
employed by the JPEG-2000 standard), so that it better mod-
els the relation between objective and subjective distortions
of the hologram. However, as noted in Sec. 2 and due to
the large number of possible requirements, it is unlikely
that creating a universal quality metric directly applicable
for every possible type of measurement would be desirable
or possible. Still, it is possible to further improve upon
the default MSE-based distortion metric (e.g., a weighted
MSE metric would allow one to assign lower weights to
code-blocks representing frequencies lying far from the
carrier frequency, which generally contain less important
information). This is similar to the visual frequency weight-
ing used in JPEG 2000 compression for improving the per-
ceived quality of regular imagery.36,37 However, this subject
is beyond the scope of our paper.

Table 6 Results for lossless compression where the values represent bit-rate reductions (in Δ bpp) in comparison to the standard 4-level Mallat
decomposition. The second column shows the bitrates obtained using the default JPEG 2000 configuration with a 4-level Mallat decomposition.
The third column is the default results obtained with JPEG-LS, while the other columns report the results obtained with lossless JPEG 2000, using
the 5 × 3 wavelet kernel. Column-notations use abbreviations for Mallat (M), partial Packet (PP), full Packet (FP), and DA-DWT enabled (+DA),
preceded by the number of decomposition levels. Only the columns marked with an asterisk are JPEG 2000 Part 1/Part 2 compliant. The last row
shows the averages for the holographic images.

Lossless 5 × 3 Orig. (4M) JPEG-LS 3FP* 4PP* 4FP 5M* 5FP 3FP + DA 4M + DA 5M + DA 4PP + DA 4FP + DA 5FP + DA

Barbara 4.69 −0.05 −0.18 −0.23 −0.36 0.00 −0.79 −0.11 0.08 0.08 −0.16 −0.28 −0.67

Lena 4.35 0.10 −0.19 −0.24 −0.32 0.00 −0.64 −0.18 0.00 0.00 −0.23 −0.31 −0.62

Mandrill 6.14 0.10 −0.15 −0.17 −0.23 0.00 −0.52 −0.13 0.02 0.02 −0.15 −0.22 −0.49

Neuron 4.67 0.20 0.31 0.34 0.37 0.00 0.32 0.41 0.45 0.45 0.42 0.39 0.32

Erythocryte 4.92 0.42 0.32 0.38 0.40 0.00 0.23 0.55 0.61 0.58 0.54 0.50 0.25

Microlenses 4.12 −0.05 0.03 0.02 −0.04 0.00 −0.25 0.08 0.17 0.17 0.07 0.00 −0.15

Ball 5.67 −0.11 0.25 0.24 0.21 0.00 0.18 0.50 0.51 0.51 0.49 0.45 0.40

Scratch 4.45 −0.02 0.11 0.12 0.10 0.00 0.06 0.10 0.11 0.12 0.11 0.08 0.04

Seaweed 1 3.69 0.55 0.26 0.28 0.25 0.00 0.19 0.16 0.00 0.01 0.19 0.15 0.10

Seaweed 2 4.16 −2.37 0.21 0.23 0.21 0.00 0.14 0.07 −0.07 −0.07 0.09 0.06 0.00

Seaweed 3 3.97 −2.07 0.16 0.17 0.14 0.00 0.07 0.02 −0.10 −0.09 0.04 0.01 −0.06

Coin 4.52 0.13 −0.09 −0.09 −0.13 0.00 −0.39 0.06 0.15 0.15 0.05 0.02 −0.23

Mirror 6.14 0.00 0.78 0.78 0.77 0.00 0.56 1.55 1.65 1.65 1.54 1.48 1.22

Pollen 5.26 0.61 0.31 0.31 0.28 0.00 0.12 0.98 1.06 1.06 0.97 0.93 0.70

Sine 5.44 0.46 0.34 0.38 0.41 0.00 0.36 0.97 0.93 0.93 0.98 1.01 0.82

Average 4.75 −0.19 0.25 0.26 0.25 0.00 0.13 0.45 0.46 0.45 0.46 0.42 0.29

Note: The bold values indicate which compression parameters give the highest gain for a given JPEG 2000 configuration.
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6 Conclusions
We demonstrate how JPEG 2000 can be efficiently used to
compress microscopic off-axis holograms by proposing two
extensions to the standard:

1. We replace the existing ADSs feature such that any
decomposition structure becomes available. Along
with this extension, we provide the means to effi-
ciently signal these AD structures in the code-stream.
This means that our proposed code-stream syntax for
the XAD marker requires up to 10 times less bits in the
header than that of JPEG 2000’s AD syntax (ADS and
DFS markers) for equal decomposition styles, and it
has a lower implementation complexity.

2. We introduce a practical implementation of a block-
based DA-DWT for JPEG 2000 (DA-DWT). From
the results, it is clear that the compression performance
for off-axis microscopic holography data benefits from
employing the DA-DWT, even with the overhead of
signaling the direction vectors in the code-stream.

In doing so, we realized a framework that is specific
enough to compress DHM data with significantly improved
compression performance, and yet general enough to leave
room for subsequent filtering and postprocessing of the holo-
gram data, depending on the use case. Additionally, we pos-
tulate that this framework can be extended to other imaging

technologies based on fringe pattern data, as they largely
share the frequency and directionality properties of DHM
data. The encoding framework also allows for using other
basis functions as well.

Using the proposed techniques, we report significant
compression performance gains of 1.3 up to 11.6 dB
(BD-PSNR) for lossy compression and bit-rate reductions
of over 1.6 bpp for lossless compression of off-axis holo-
graphic images.
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