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**Abstract.** This paper provides a review of the development of profiling oceanographic lidars. These can provide quantitative profiles of the optical properties of the water column to depths of 20 to 30 m in productive coastal waters and to depths of 100 m for a blue lidar in the open ocean. The properties that can be measured include beam attenuation, diffuse attenuation, absorption, volume scattering at the scattering angle of 180 deg, and total backscattering. Lidar can be used to infer the relative vertical distributions of fish, plankton, bubbles, and other scattering particles. Using scattering as a tracer, lidar can provide information on the dynamics of the upper ocean, including mixed-layer depth, internal waves, and turbulence. Information in the polarization of the lidar return has been critical to the success of many of these investigations. Future progress in the field is likely through a better understanding of the variability of the lidar ratio and the application of high-spectral-resolution lidar to the ocean. Somewhat farther into the future, capabilities are likely to include lidar profiling of temperature in the ocean and an oceanographic lidar in space. 

1 Introduction

There are very few options available to probe the interior of the ocean remotely. Both active and passive acoustics have been widely used, but are limited by the almost total reflection of acoustic energy from the air/water interface. As a result, acoustic systems must be in contact with the water. Electromagnetic systems are limited by the high absorption of sea water except for a narrow region in the blue-green portion of the visible spectrum, and both active and passive sensors have been developed to operate in this spectral region. Optical systems are useful not only as alternatives for airborne and satellite sensors, but also where acoustic systems could be deployed, since they respond to different constituents within the water.

The ability to measure ocean color globally from satellites has revolutionized scientific understanding of the biogeochemistry of the upper ocean on a global scale. This is largely through the inference of concentrations of chlorophyll-a contained within phytoplankton. These studies have described the global spatial distributions, seasonal cycles, and decadal trends in phytoplankton concentrations. Coupled with other information, ocean color estimates of chlorophyll concentration can be used to estimate the primary productivity, which is the rate of conversion of CO2 into organic matter, of the ocean over the same spatial and temporal scales. However, ocean color measurements can provide only limited information about the depth distribution of ocean constituents.

Lidar has the capability to provide information about the depth distribution of optical scattering, and this review will concentrate on those applications of oceanographic lidar that produce depth-resolved profiles of various constituents of the ocean. This excludes some very successful applications that include underwater target detection and identification, bathymetry, laser-induced fluorescence and surface-roughness measurements. Information about these applications can be found in the cited references.

2 Hardware Considerations

The most common type of lidar for oceanographic applications has used green polarized light. Such a lidar can be assembled from commercial components and can be made very robust for operation in harsh environments. It can easily be designed to operate from a small aircraft, since it would require <1 kW of power, would weigh <100 kg, and would have a volume <0.5 m³.

The essential components of the lidar transmitter are the laser and standard beam conditioning optics. The most common source is a Q-switched, frequency-doubled, Nd: YAG laser, operating at a wavelength of 532 nm. Pulse length is typically 1 to 10 ns, which corresponds to a range resolution of 0.11 to 1.1 m in seawater. When flashlamp-pumped, these lasers can produce 100 to 500 mJ pulses at repetition rates of 10 to 100 Hz. Diode-pumped lasers are also available; these are generally suitable when a higher repetition rate at lower pulse energy is desired.

The choice of the 532 nm wavelength is largely because of the availability of an efficient, compact, rugged laser at 532 nm. The absorption of light in pure seawater has its lowest value at a wavelength of 450 nm, which is 0.3 times the value at 532 nm. As the concentrations of other constituents like phytoplankton, colored dissolved organic material (CDOM), and detritus increase, the wavelength of minimum absorption shifts toward the green. The absorption of CDOM and detritus at 450 nm are 3 times and 2.5 times the corresponding values at 532 nm. A model for absorption that...
uses chlorophyll concentration as a parameter for the absorption by all organic constituents\(^1\) suggests that the absorption will be less at 532 nm than at 450 nm whenever the chlorophyll concentration is \(> 1 \text{ mg m}^{-3}\). The average surface-chlorophyll concentration from all MODIS-AQUA data (Fig. 1) suggests that the 532 nm wavelength is quite good for much of the coastal ocean. Although a shorter wavelength will be better for open-ocean applications, the absorption at 532 nm is only 40\% greater than that at 450 nm for a chlorophyll concentration of 0.3 mg m\(^{-3}\), and use of 532 nm may not be a bad compromise for much of the global ocean.

One of the most critical parameters on the lidar receiver side is the dynamic range; the rapid attenuation of light in water implies a large dynamic range is necessary to achieve good depth penetration. For example, 80 dB of receiver dynamic range will allow penetration to \(> 46 \text{ m}\), where the attenuation coefficient is \(< 0.1 \text{ m}^{-1}\). This can be accomplished directly by a high-speed digitizer with 13.5 bits of effective dynamic range. It can also be accomplished using a digitizer with less dynamic range if the signal dynamic range can be compressed or split into a high-gain channel and a low-gain channel that are digitized separately and combined in processing. Dynamic-range compression can be accomplished with a logarithmic amplifier\(^2\) by increasing the photomultiplier tube gain with time to match the signal decay\(^3\) or by using a feedback circuit on the photomultiplier tube gain to obtain a logarithmic response.\(^4\) All of these approaches are made difficult by the high frequencies (>250 MHz) required for most profiling applications. Multiple channels with different gains can be obtained by splitting the electronic signal from the photomultiplier anode\(^5\) or by taking one signal from the anode and one from a dynode where the total gain is lower.\(^6\)

The other parameter that must be given serious consideration is the field of view. The amount of background light collected by the receiver is low when a very narrow field of view and a very narrow-band interference filter are used. However, this configuration produces the most rapid attenuation of the lidar signal. A wider field of view will reduce the attenuation in water and may lessen laser safety concerns. However, the amount of background light will be increased both because more background light is collected and because a wider interference filter bandwidth might be required to accommodate the larger incidence angles. The latter effect is because the filter response will shift to shorter wavelengths for non-normal incidence by an amount \(\Delta \lambda = \left(1 / 2\right) \lambda_0 \xi_i^2 / n_e^2\), where \(\lambda_0\) is the wavelength at normal incidence, \(\xi_i\) is the incidence angle at the filter, and \(n_e\) is the effective refractive index of the cavity (generally between 1.5 and 2).\(^7\) A 1-nm filter will have an acceptance angle near 100 mrad, depending on \(n_e\).

The level of background light will depend on conditions, but is generally limited by the reflection of the sky from the surface. The direct reflection of the Sun from the surface produces very high background signals and is generally avoided. In clear skies, the diffuse light at the surface will generally be \(< 1.5 \text{ W m}^{-2} \text{ nm}^{-1}\) producing an unpolarized reflected spectral radiance (at 532 nm) of \(\sim 10 \text{ mW m}^{-2} \text{ sr}^{-1} \text{ nm}^{-1}\).

**3 Lidar Signal**

**3.1 Basic Characteristics**

If a lidar is directed into the water through the surface, the first interaction will be the Fresnel reflection from the air/water interface, which has a refractive index of \(\sim 1.33\). For normal incidence on a flat sea, the Fresnel reflection is 2\%, which will create a very large surface return in the lidar receiver, but the loss of energy in the subsurface return caused by two-way transmission through the surface is only 4\%. The reflection for unpolarized light is \(< 5\%\) until the incidence angle reaches \(\sim 60\) deg. Thus, surface losses can generally be neglected, although the surface return can be quite large.\(^8\)

Neglecting the effects of multiple scattering, the depth-dependent lidar signal can be described by the lidar equation.

\[
S(z) = \frac{EAO(z)T_0 T_{\text{pwr}}}{2n(nH+z)^2} \beta(\pi, z) \exp \left[ -2 \int_0^z \alpha(z') dz' \right] + S_B,
\]

(1)

![Mission-averaged MODIS AQUA chlorophyll concentration as of April 30, 2013. Absorption at 532 nm is within 40% of that at 450 nm for chlorophyll concentration >0.3 mg m\(^{-3}\) (areas of green to red on the map). (Image courtesy of NASA. [http://oceancolor.gsfc.nasa.gov](http://oceancolor.gsfc.nasa.gov))](https://www.spiedigitallibrary.org/journals/Optical-Engineering)
where $S$ is the detector photocathode current, $E$ is the transmitted pulse energy, $A$ is the receiver area, $O$ is the lidar overlap function (also known as the geometric form function), $T_O$ is the transmission of the receiver optics, $T_S$ is the transmission through the sea surface, $n$ is the responsivity of the photodetector (A W$^{-1}$), $n$ is the refractive index of sea water, $v$ is the speed of light in vacuum, $H$ is the distance from the lidar to the surface (height of the aircraft for near-nadir airborne systems), $z$ is the path length in water (depth for near-nadir airborne systems), $\beta$ is the volume scattering coefficient at a scattering angle of $\pi$ radians, $a$ is the lidar attenuation coefficient, and $S_P$ is the photocurrent due to background light.

The effects of multiple scattering on the lidar signal have been calculated using a number of approaches. One straightforward technique is Monte Carlo, in which a large number of individual photons are tracked through random paths based on the statistical properties of the medium, 

Starting at the surface and continuing at each scattering event, random numbers determine the distance and direction to the next event. For the distance, $l$, a random number is selected from the probability-density function.

$$p(l) = b \exp(-bl),$$

where $b$ is the scattering coefficient. The probability-density function for the scattering angle is

$$p(\theta, \phi) = \frac{\beta(\theta)}{b},$$

where $\theta$ is the magnitude of the scattering angle and $\phi$ is the azimuth. The azimuthal angle is selected from a uniform distribution. For unpolarized light, $\beta$ does not depend on $\phi$. For polarized light, $\beta$ depends on the plane of polarization relative to $\phi$. In principle, the calculation continues until the photon passes through the plane of the receiver, where it is weighted by a factor $\exp(-\sum a_i l_i)$, where $a_i$ is the absorption coefficient along the $i$'th path segment (of length $l_i$). In practice, it is generally necessary to ensure the occurrence of low-probability backscattering events and compensate for this with an additional weighting factor.

Another approach is to find approximate solutions to the radiative-transfer equation for monochromatic light,

$$\frac{n}{v} \frac{\partial}{\partial t} L(r, s, t) + s \cdot \nabla L(r, s, t) = -cL(r, s, t) + \int \beta(s \rightarrow s')L(r, s', t)ds',$$

where $n$ is the refractive index of sea water, $v$ is the speed of light in vacuum, $L$ is radiance, $r$ is the three-dimensional position vector, $s$ is the three-dimensional direction vector, $t$ is time, and the extinction coefficient, $c = a + b$. One such approach is the discrete-ordinates method, which has been applied to the lidar case using the Lobatto quadrature. Another approach to radiative transfer is the successive order of scattering in which single scattering, double scattering, triple scattering, etc., are treated independently and the results summed. Because of absorption in the ocean, the contribution from higher-order multiple scattering drops relatively quickly with the scattering order and only a few terms are necessary, but it is not clear that this technique has been applied to oceanographic lidar.

Arguably, the most successful approach uses the quasi-single scattering approximation, which takes into account the fact that most scattering in the ocean is at very small scattering angles. In many cases, Eq. (1) is still valid as long as the appropriate attenuation coefficient is used. If the transmitter beam divergence and receiver field of view are very narrow, the appropriate attenuation coefficient is the beam attenuation coefficient $c$. If the transmitter beam divergence and receiver field of view of are much greater than the forward peak of the scattering phase function, the appropriate attenuation coefficient will be the diffuse attenuation coefficient $K_d$, neglecting solar zenith angle effects on $K_d$. For airborne systems, the diffuse attenuation coefficient is also appropriate for narrow angles if the lidar spot diameter on the surface is much greater than the inverse of the beam attenuation coefficient. Monte-Carlo calculations showing this effect can be approximated by the following equation:

$$\alpha = K_d + (c - K_d) \exp(-0.85cD),$$

where $D$ is the lidar spot diameter on the surface and the single-scattering albedo is approximated by $\omega_0 = 1.14(1 - K_d/c)$. The original calculations (reproduced in Fig. 2) were performed using two scattering phase functions, measured in the Sargasso Sea at 460 and 655 nm. While the results at the two wavelengths are slightly different, Eq. (4) is generally between them and is probably a reasonable approximation for 532 nm. This figure suggests that $\alpha$ will be near $K_d$ for $cD$ greater than two or three.

The diffuse attenuation coefficient can be estimated from the absorption coefficient and the backscattering coefficient, $b_b$, which is given by

$$b_b = \frac{\pi K_d}{4}.$$

![Fig. 2 Monte-Carlo calculations of lidar attenuation coefficient, $\alpha$, normalized by beam attenuation coefficient, $c$, for specific phase functions measured at 460 nm ($\gamma$) and 655 nm ($+$) (reproduced from Ref. [4]). The labels refer to the value of single-scattering albedo, $\omega_0$, used for the calculations. Solid lines provide the approximation of Eq. (4).](https://www.spiedigitallibrary.org/journals/Optical-Engineering/files/051405-3/051405-3fig2.jpg)
\[ b_b = 2\pi \int_{\pi/2}^{\pi} b_d \beta \, d\theta. \] \hspace{1cm} (6)

It is tempting to argue that photons are lost when they are absorbed or scattered by angles such that \( \theta > \pi/2 \), so \( K_d = a + b_b \). A more rigorous estimate yields \( K_d = 1.04(a + b_b) \), which suggests that the simple argument is not too far off. An even more detailed comparison with model calculations produced a slightly more complicated formula:

\[ K_d = a + 4.18b_b[1 + 0.52 \exp(-10.8a)]. \] \hspace{1cm} (7)

At the commonly used wavelength of 532 nm, \( a > 0.052 \text{ m}^{-1} \), so \( K_d - a \) is between 4.18\( b_b \) and 5.42\( b_b \).

Equation (6) is consistent with recent measurements of lidar attenuation.

The background current \( S_B \) is given by

\[ S_B = \pi \eta \lambda T_0 \Delta \lambda T_0 |L_B|, \] \hspace{1cm} (8)

where \( \eta_R \) is the half-angle field of view of the receiver, \( \Delta \lambda \) is the bandwidth of the optical filter, and \( L_B \) is the spectral radius of the background light. This background can easily be estimated for each lidar pulse, since the first term in Eq. (6) becomes very small at large depths.

Equation (8) suggests a complex dependence of performance on lidar parameters and the characteristics of the water column. A complete investigation of lidar design trade-offs is beyond the scope of this paper, but the effects of field of view are particularly interesting. The example will use typical lidar parameters: \( \lambda = 552 \text{ nm}, E = 100 \text{ mJ}, A = 79 \text{ cm}^2 \) (10 cm diameter telescope), \( O = 1 \), \( T_0 = 0.5 \), \( \eta = 43 \text{ mA} \text{ W}^{-1} \) (10% quantum efficiency), \( H = 300 \text{ m} \), and a noise bandwidth of 500 MHz. Two different water types will be considered using parameters from Ref. [7] coastal with \( \beta(\pi) = 1 \times 10^{-3} \text{ m}^{-1} \text{ sr}^{-1} \), \( K_d = 0.19 \text{ m}^{-1} \), \( c = 0.40 \text{ m}^{-1} \) and open ocean with \( \beta(\pi) = 5 \times 10^{-4} \text{ m}^{-1} \text{ sr}^{-1} \), \( K_d = 0.057 \text{ m}^{-1} \), \( c = 0.15 \text{ m}^{-1} \). Background light is taken to be 10 mW m\(^{-2}\) sr\(^{-1}\) nm. A narrow field-of-view receiver is assumed to have \( \phi = 1 \text{ mrad} \) and \( \Delta \lambda = 0.1 \text{ nm} \) so that \( \alpha = c \). A wide field-of-view receiver with \( \Delta \lambda = 1 \text{ nm} \) is assumed to have \( \phi = 10 \text{ mrad} \) for coastal applications and \( \phi = 100 \text{ mrad} \) for open ocean applications so that \( \alpha = K_d \) in both cases.

A rough estimate of depth penetration can be obtained by considering the depth at which the laser signal falls below the larger of the background-light signal and the shot noise of the combined signal. For the wide field of view, this depth is 27 m for the coastal example and 45 m for the open-ocean example; it is limited by the background light level. For the narrow field of view, the corresponding depths are 15 and 36 m and are limited by the noise level. Even these depths may be difficult to reach, however, since 100 dB of receiver dynamic range would be required to profile from the surface to 15 m in the coastal ocean and 94 dB to reach 36 m in the clear ocean with a narrow field of view. Dynamic range considerations for the wide field of view are much less stringent.

The conclusion is that a wide field-of-view lidar can reach greater depths than one with a narrow field of view. The quasi-single scattering approximation provides an efficient technique to model the performance of such a system. In this approximation, the lidar attenuation can be approximated by \( K_d \) as long as \( cD \) is >2 to 3, and the resulting lidar can be expected to penetrate 20 to 30 m in coastal waters and 40 to 50 m in open-ocean waters.

### 3.2 Polarization Effects

Polarization has proven to be an important tool in oceanographic lidar. There are two phenomena that depolarize a lidar signal when the source laser is polarized. Many scattering particles in the ocean are not homogeneous spheres, but are sufficiently irregular that the backscattered light will be partially depolarized, even at a scattering angle of 180 deg. These include objects of practical interest like fish, zooplankton, and large phytoplankton. In addition, multiple forward scattering will partially depolarize light, even for ideal homogeneous spheres.

In the quasi-single-scattering approximation, the components of the received lidar signal copolarized with the transmitted laser and in the orthogonal polarization can be expressed as:

\[ S_C(z) = \frac{E A(\pi) T_0 T_0^2 \eta}{2n(nH+z)} f_C(\pi,z) \beta(\pi,z) \exp\left[ -2 \int_0^z \alpha(\zeta) d\zeta \right] \]

\[ S_X(z) = \frac{E A(\pi) T_0 T_0^2 \eta}{2n(nH+z)} \left[ f_X(\pi,z) \beta(\pi,z) \right. \]

\[ \left. + 2 \int_0^z \gamma(\zeta') d\zeta' f_c(\pi,z') \beta(\pi,z') \exp\left[ -2 \int_0^{\zeta'} \alpha(\zeta'') d\zeta'' \right] \right], \] \hspace{1cm} (9)

where \( f_c \) is the fraction of light at depth \( z \) that is copolarized with the incident light after scattering by \( \pi \) radians, \( f_X = 1 - f_c \) is the fraction that is scattered into the orthogonal polarization, and \( \gamma \) is the rate at which light is depolarized by multiple forward scattering. The depolarization ratio of the lidar return is then given by

\[ \frac{S_X(z)}{S_C(z)} = \frac{f_X(\pi,z)}{f_c(\pi,z)} + 2 \int_0^z \gamma(\zeta') d\zeta', \] \hspace{1cm} (10)

as long as all of the system parameters, including the overlap function, are the same for both receiver channels. Where the scattering properties of the water do not change with depth, Eq. (10) suggests that \( \gamma \) is half of the derivative of depolarization ratio with respect to \( z \).

In principle, \( \beta, f_c, f_X, \) and \( \gamma \) can be calculated for linear or circular polarization if the concentrations and structures of all of the scattering particles are known. The quantities \( f_c \beta \) and \( f_X \beta \) can be obtained from single-scattering calculations of the polarization-dependent backscatter cross-sections and concentrations of each type of particle. In practice, these calculations are difficult for the complex, nonspherical particles found in the ocean. The simplifying assumption of homogeneous spherical particles cannot be used because it produces the result that \( f_X = 0 \), which is contrary to observations. The multiple-scattering depolarization parameter, \( \gamma \), can be obtained from polarization-dependent radiative-transfer calculations. In this case, the assumption of spherical particles can be used to obtain an approximate solution, since this calculation will produce depolarization.
Examples of lidar depth profiles for linear polarizations are plotted in Fig. 3 for two different cases. Both cases show the high surface return in the copolarized signal that is not included in Eq. (3). For the near-shore case, the attenuation of both channels is about the same (0.14 m$^{-1}$), and the depolarization rate, $\gamma$, is nearly 0. The depolarization is $\sim$10% except for the highly polarized surface return and the highly depolarizing bottom return at a depth of 22 m. For the offshore case, the copolarized attenuation is only slightly less at 0.13 m$^{-1}$, but this includes more scattering and less absorption than the near-shore case (a higher single-scattering albedo). In this case, the attenuation of the cross-polarized signal is less because of a nonzero depolarization rate of $\gamma = 6.1 \times 10^{-3}$ m$^{-1}$.

The use of circular polarization can produce larger depolarization ratios, but no additional information. For backscattering (at 180 deg) from a collection of particles with mirror symmetry, van de Hulst used symmetry arguments to show that the Mueller matrix would be diagonal. It was later shown that these diagonal elements were related as $M = \beta(\pi)$

$$M = \beta(\pi) = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 - \delta & 0 & 0 \\ 0 & 0 & \delta - 1 & 0 \\ 0 & 0 & 0 & 2\delta - 1 \end{bmatrix},$$

where $\beta(\pi)$ is the unpolarized volume backscatter coefficient at 180 deg and $\delta$ is the single polarization parameter, which has been described as “a measure of the propensity of the scattering medium to depolarized the incident polarization.” This implies that the depolarization of an initially polarized beam will be

$$S_{XL}/S_{CL} = \frac{\delta}{2 - \delta}, \quad S_{XC}/S_{CC} = \frac{\delta}{1 - \delta},$$

where the first letter in the subscript refers to the co- (C) or cross-polarized (X) signal and the second to linear (L) or circularization (C). Because there is only one parameter related to depolarization, however, the contrast between large scattering particles and the background scattering level is the same whether linear or circular polarization is used; this has been verified experimentally.

Thus, the quasi-single-scattering approximation can be applied to polarized lidar, with the general result that the information content is the same whether linear or circular polarization is used. However, Eq. (12) shows that the signal level in the cross-polarized channel will be greater when circular polarization is used, which implies a higher signal-to-noise ratio.

3.3 Laser Safety
Oceanographic lidars operate with intense pulses of visible light, and ocular safety must be considered. The single-pulse exposure limit is 5 mJ m$^{-2}$. For a typical pulse energy of 100 mJ, this implies that the laser spot diameter needs to be $>5$ m to be safe for direct viewing. To calculate the exposure for light reflected from the surface, the Fresnel reflection coefficient and the surface roughness should be included.

For exposure to multiple pulses, the exposure limit should be reduced by $N_P^{0.25}$, where $N_P$ is the number of pulses. For an airborne system, $N_P$ is unlikely to be more than two or three as the illumination moves swiftly. For a lidar on a ship, $N_P$ is generally taken as the number of pulses within the aversion response time of 0.25 s.

Where the exposure would be above the limit, access must be limited or protective eyeware used. Often, this can be accomplished by an observer who can stop laser transmission if someone is about to come into the danger zone. For low-level flights of the NOAA lidar, the system is designed to be eyesafe at the sea surface, and the pilot is provided with a remotely controlled laser shutter to use in the event of aircraft below the flight altitude.

Marine mammals in the study area present another set of issues. There are regulations for both ship and aircraft operations to prevent harassment of marine mammals. Marine mammals are less susceptible to ocular damage than humans, so a system that is eyesafe at the sea surface according to the standards will not cause damage to marine mammals.

Note that this information is provided as a general overview and is not a substitute for a thorough analysis based on

Fig. 3 Examples of copolarized lidar depth profile, $S_C$ (upper solid line), simultaneous cross-polarized profile, $S_X$ (lower solid line), corresponding predictions from Eq. (3) assuming uniform water characteristics (dotted lines), and measured depolarization ratio, $S_X/S_C$ (dashed line) for (a) near shore and (b) offshore. (Reproduced from Ref. 46).
published standards such as ANSI Z136.1 (Ref. \[54\]) and Z136.6 (Ref. \[55\]).

4 Applications

4.1 Fisheries

The advantages of airborne lidar for fisheries surveys are that large areas can be covered quickly (before the fish move) and at lower cost than with a surface vessel. The feasibility of detecting fish schools with an airborne lidar was studied in 1974. As early as 1976, an U.S. Navy airborne lidar was used to detect fish south of Florida. The next year, the same system measured vertical profiles of fish schools off New Jersey. A ship-based lidar was used to detect fish in cages in 1978. This early work demonstrated that lidar could be useful for fisheries applications, and this has been confirmed by several subsequent analyses.

The easiest case is when large fish are widely separated, so individuals can be seen in the return and counted. As an example, Fig. 4 presents the depths and positions of 69 individual fish that were detected using the cross-polarized lidar signal at night off the Oregon coast. During the day, only two individual fish were detected along the identical flight track, suggesting a species that is at depth during the day and near the surface at night. No fish were detected within the cold water of the upwelling zone within 40 km of the coast. These characteristics suggest that most of these fish are likely albacore tuna (\textit{Thunnus alalunga}). The density of fish detected beyond the upwelling zone during this survey was 25.6 ± 3.1 fish km\(^{-2}\), where the uncertainty was estimated assuming a random distribution of fish within the survey area.

More work has been done on the harder problem of quantitative estimates of populations of schooling fish species, where many individuals are within the illuminated region for each shot. In this case, we note that \(\beta\) in Eq. (1) is the sum of a fish component, \(\beta_F\), and a water component, \(\beta_W\), which includes everything else. To estimate \(\beta_F\), we have to filter the data in some way to separate the two components. Depending on conditions, we can assume that the water component does not vary with depth or that it has some depth profile that does not vary horizontally over some distance that is large compared with the horizontal extent of the fish schools. In either case, we can apply a filter and a threshold to remove small signals to estimate \(\beta_F\) and \(\alpha\). To increase the contrast between the fish and water components, the cross-polarized component is generally used. The technique of applying a filter and threshold is then used to obtain \(f_{XF}\beta_F\), where \(f_{XF}\) is the cross-polarized fraction of the return from fish. Figure 5 shows an example for a school of sardines (\textit{Sardinops sagax}) observed by airborne lidar.

There have been a number of validation tests to establish a correlation between lidar results and traditional acoustic and trawl techniques using a relative value of \(f_{XF}\beta_F\) instead of an absolute value. The correlation approach is attractive because it does not require absolute calibration of the lidar or target strength estimates of the fish species involved. It does require estimation of, and correction for, attenuation. When individual schools were identified visually and targeted by both lidar and acoustics, the correlation was very high (0.994). Comparisons have also been made using data from the same area, but taken at different times. In these cases, correlations with acoustics and with trawls were both lower, but >0.5 as long as the time difference was less than four days and appropriate filtering and threshold values were applied.

A more difficult step is to convert an absolute value for \(f_{XF}\beta_F\) into a biomass estimate. This requires calibration of the lidar to get the absolute value of \(f_{XF}\beta_F\) and estimates of the target strength and average mass of the target species. The biomass density (kg m\(^{-3}\)) can be found from

\[
M_F = \frac{m_F f_{XF}\beta_F}{BRDF_X A_F},
\]

where \(m_F\) is the mass of an individual fish, \(A_F\) is the cross-sectional area of a single fish, and \(BRDF_X\) is the cross-polarized fraction of the average bidirectional reflectance distribution function of a single fish for polarized lidar illumination, measured at the lidar observation angle. The product \(BRDF_X A_F\) is target strength, which has been measured for several species of dead fish. More reliable measurements have been made using live sardines, mackerel, and menhaden.

![Fig. 4 Depth, z, and position, x (km from the coastline along 46°N latitude), of individual fish detected (symbols). Line is sea-surface temperature, T, measured by an infrared radiometer on the same aircraft.](image1)

![Fig. 5 Calibrated cross-polarized lidar return, \(f_{XF}\beta\) (values in m\(^{-1}\) sr\(^{-1}\) according to the color bar on the right), from a school of sardines versus depth, z, and distance along the flight track, x. Inset is section of raw lidar data before correction for attenuation and calibration.](image2)
Similar techniques have been used to detect large zooplankton, although the details of filtering and the thresholds used are different. With appropriate processing, a correlation of 0.78 was obtained between lidar and acoustic measurements of copepods in Prince William Sound, Alaska. In addition to biomass estimates for fisheries management, lidar can be used to investigate aspects of fish behavior. For example, lidar data were used with those from an infrared radiometer on the same aircraft to show that sardines were associated with thermal fronts in the NE Pacific Ocean, validating an earlier prediction. Lidar data were used with visual observations to show the evolution of a foraging event involving whales, seabirds, herring, and euphausiids in the SE Bering Sea. Evidence that fish near the surface avoid research vessels that are trying to measure their abundance has also been observed, in agreement with other methods.

4.2 Scattering Layers
Lidar is also able to profile optical scattering layers in the upper ocean, whether operating from a ship or aircraft. Most of these layers are phytoplankton and comprise large, nonspherical algal cells. Individual cells can be longer than 1 mm, and multicell colonies even larger. The structures can be very complex, which results in high-order multiple scattering within individual cells. As a result, these layers are more detectable in the cross-polarized return of a polarized lidar than in the copolarized return or in an unpolarized lidar.

Of particular importance are thin plankton layers in which high concentrations of nutrients and phytoplankton are found in a thin layer often associated with the pycnocline. These layers can be as little as 10 cm thick, yet extend for km and persist for days. These concentrated layers can affect the biogeochemical processes in the upper ocean, including primary productivity and the formation of harmful algal blooms.

Airborne lidar data were used to investigate the occurrence of thin layers and mechanisms of formation with the result that layers were found to be associated with wind-driven and topographic upwelling, fresh-water influx, and warm core eddies. Figure 6 shows an example of a plankton layer within a warm-core (anticyclonic) eddy in the Gulf of Alaska. The mechanism for the productivity of warm-core eddies is an area of active investigation and the discovery of thin layers on the scale shown in the figure may provide important information.

Plankton layers also affect retrievals based on passive optical measurements. Comparisons between lidar measurements, in-situ measurements, and the statistics of variability in passive measurements have been used to investigate some of these effects.

4.3 Optical Properties
Another application of lidar is the inference of the optical properties of sea water, at least at the laser wavelength. From Eq. (1), it is evident that two properties of the water contribute to the signal—the lidar attenuation and the volume backscattering coefficient, so the problem is ill posed and suitable inversion techniques must be applied. The most common technique in atmospheric lidar is to assume a value for the ratio $\alpha/\beta(x)$, known as the lidar ratio. This ratio will change with the type of scatterers, but is relatively unaffected by changes in number density or atmospheric absorption (negligible at common lidar wavelengths). For example, six aerosol types are defined for the cloud-aerosol lidar and infrared pathfinder satellite observations (CALIPSO) lidar, and a fixed lidar ratio is used for each. The variety of scattering particles in the ocean is much larger, however, so measuring the lidar ratio for each type is not a practical approach.

Although sophisticated inversion techniques have been developed for atmospheric lidar, the same cannot be said for oceanographic lidar retrievals. Where the optical properties are not changing with depth, as in a surface mixed layer, the lidar signal will exhibit an exponential decrease with depth (e.g., Fig. 6). The lidar attenuation is easily estimated from the slope of that decrease, even for an uncalibrated system. Generally, the attenuation of the lidar signal is between the beam attenuation, $c$, and the diffuse attenuation, $K_D$, as expected from the discussion in Sec. 4. This suggests that either or both of the attenuation coefficients could be inferred with the appropriate lidar geometry.

It may also be possible to infer the absorption coefficient from the lidar attenuation coefficient by considering the relationship between volume backscatter and attenuation in a particular area. A linear relationship between attenuation and backscattering, as in Fig. 6, would suggest that the absorption coefficient can be estimated from the limiting lidar attenuation with no backscatter. Intercept values are 0.27, 0.12, and 0.06 m$^{-1}$ for the Columbia River plume, near-shore water outside of the plume, and offshore water, respectively. These values are about what would be expected for absorption coefficient at 532 nm, although direct comparisons of lidar and in-situ measurements are needed to confirm the relationship. This example was only done for the near-surface layer, but there is no reason that the technique cannot be extended to obtain profiles of absorption coefficient.

One reason for interest in the absorption coefficient is that it can provide a measure of the amount of dissolved organic material in milligrams of carbon per liter (mgCL$^{-1}$).
specific absorption coefficient is defined as the absorption coefficient per unit of dissolved organic material. Using a value of 0.33 m⁻¹ (mgC L⁻¹)⁻¹ for the specific absorption coefficient at 450 nm (Ref. 92) and converting to 532 nm (Ref. 91), we get a specific absorption coefficient at the lidar wavelength of 0.10 m⁻¹ (mgC L⁻¹)⁻¹. Removing the clear-water absorption from the estimated Columbia River plume absorption and dividing by this specific absorption provides an estimate of (0.27 - 0.05)/0.1 = 2.2 mgC L⁻¹. Recent measurements in the river have reported values of 2.0 ± 0.3 mgC L⁻¹ suggesting this might be a viable technique. The estimated uncertainty in the specific absorption coefficient is ±50% (Ref. 92), however, and more measurements of this quantity are needed.

There are two scattering parameters that are typically of interest—the scattering coefficient, $b$, and the backscattering coefficient $b_b$. With measured values for $c$ and $a$, as above, the scattering coefficient can be obtained from $b = c - a$. The backscattering coefficient, of interest to remote sensing, is more difficult. However, the particulate volume scattering function normalized by $b_b$ seems to have a fairly consistent shape for scattering angles between 90 and 170 deg. This shape, based on three million measurements at 10 locations, was approximated by a fourth-order polynomial in Ref. 94, which can be extrapolated to a scattering angle of 180 deg. The result is that the particulate contribution $b_b$ can be estimated from the lidar measurement of $\beta(\pi)$ using the relationship

$$b_b = 6.43[\beta(\pi) - 2.53 \times 10^{-4}],$$

where the constant within the square brackets is $\beta(\pi)$ for pure sea water at 532 nm. The total $b_b$ is this value plus the pure water value of 1.11 x 10⁻³ m⁻¹.

4.4 Upper Ocean Dynamics

The dynamics of the upper ocean are rather complex. There is an ever-shifting balance between stratification and vertical mixing. Stratification is enhanced by solar heating of the surface and by fresh-water influx from terrestrial runoff and melting ice. Mixing is enhanced by winds, wind-induced currents, tidal currents, and turbulence. The result is often an upper mixed layer with a density gradient, or pycnocline, at the bottom. The frequent association of plankton layers with the pycnocline implies that the pycnocline depth can often be mapped by lidar. Although most of these effects are local, internal waves caused by the interaction of tidal currents and bottom topography can propagate long distances on the pycnocline and produce mixing far from the source.

When plankton layers are present at the pycnocline, internal waves propagating on the pycnocline can be detected by lidar, and internal-wave observations have been reported by ship-based and airborne lidars. Large, nonlinear internal waves are easy to distinguish in lidar data, as in the example (Fig. 8) from airborne lidar in West Sound, Orcas Island, Washington. The characteristics of these waves measured by the lidar can be used to infer characteristics of the mixed layer. To do this, the assumption is made that the density structure in the ocean can be approximated by two layers of different density with a scattering layer at the boundary. The thickness of the upper layer is obtained directly from the lidar, and the thickness of the lower layer is obtained from the total water depth provided by navigational charts. The amplitude of the wave is also directly measured by the lidar. More information requires a second pass of the lidar, so the propagation speed of the wave can be inferred. For a weakly nonlinear wave, the Korteweg–de Vries equation can be used to obtain the density difference between the upper and lower layers. Combining this information, the total energy density within an internal-wave packet can be estimated. In addition to the obvious nonlinear internal wave packets, the ocean has a random background field of weak internal waves that depend on wavenumber, $\kappa$, as $\kappa^{-5/3}$ and this has also been observed by lidar.

The power spectrum of lidar backscatter also provides some insight into turbulent processes. For homogeneous, isotropic turbulence, the distribution of a passive tracer...
would be expected to have a $\kappa^{-5/3}$ power spectrum. With few exceptions, phytoplankton drift with the local current and can be treated as a passive tracer, independent of their size and shape. Thus, lidar signal fluctuations would be expected to have a $\kappa^{-5/3}$ power spectrum when the distribution of phytoplankton is affected by turbulence. Lidar measurements of backscatter at constant depth in the NE Pacific Ocean, however, produced a spectral slope that was $\sim 10\%$ lower at $-1.5$. The reason for the difference seems to be that this part of the ocean is not homogeneous, but stratified. Under these conditions, one would expect to find the $-5/3$ slope along a line of constant density, not constant depth, and this was observed in the lidar fluctuations along the center of a plankton layer.

**4.5 Bubbles**

Bubbles near the surface of the ocean, produced by breaking waves, affect a number of important processes. They facilitate the exchange of gases between the atmosphere and ocean and the production of cloud-condensing aerosols in the atmosphere. They produce sound in the ocean and affect its propagation. Bubbles also scatter light, and the resulting change in ocean color can affect estimates of chlorophyll concentration based on the color of scattered light. While most of the bubbles are in the top 1 to 2 m of the ocean, breaking waves can produce plumes extending down to 20 m.

The lidar return from bubbles has been theoretically estimated using Monte-Carlo simulation and geometric optics. The copolarized lidar return has been shown to be proportional to the total volume of air within the illuminated region, independent of the bubble size distribution as long as the bubbles are spherical and the density is low enough that multiple scattering can be neglected. A linear dependence of lidar signal on bubble number concentration has been verified in the laboratory. This suggests that a copolarized lidar receiver can provide profiles of bubble void fraction important to studies of air/sea gas exchange processes.

The utility of lidar for ship-wake measurements has been demonstrated in the laboratory and wakes have been detected in the open ocean. Figure 9 is an example of the lidar return from the surface along a flight track that crossed the wakes of two boats, observed during a fisheries survey in Chesapeake Bay. A photo of the surface shows the lidar track crossing two wakes. The stronger one (closer to the passage of the boat) shows the three lobes characteristic of the propeller wake and two hull wakes. In this case, the signal is partially depolarized by some combination of scattering from large, nonspherical bubbles and multiple scattering from the dense bubble cloud. In the weaker wake (farther behind the boat), the depolarization is too small to be detected. By this time, the larger bubbles have risen to the surface and the bubble density is lower.

**5 Future Directions**

**5.1 Ocean Lidar Ratio**

To date, techniques to simultaneously retrieve attenuation and scattering from lidar profiles have been limited to cases where these properties of the water column are slowly varying with depth. Figure 1 suggests that the particulate component of the lidar ratio for the ocean might be constant for a number of broad classes of water types, even though the actual value is not. The figure shows that the slopes are similar for both near-shore and offshore water outside of the Columbia River plume, whereas there is a different slope within the plume. If the intercept of the line (the absorption) is subtracted from the data, this produces one value of the lidar ratio within the plume and another outside of it. More studies of the lidar ratio for different water types can be expected in the future, both to improve lidar retrievals and to characterize different water types.

**5.2 Temperature**

Two different techniques have been investigated for temperature profiling in the ocean using inelastic scattering. Raman scattering excites a vibrational mode of the water molecule, which produces a frequency shift toward longer wavelengths over a broad band between 3000 and 3700 cm$^{-1}$. Brillouin scattering is from acoustic pressure fluctuations in the water and is Doppler shifted both up and down in frequency in a

---

**Fig. 9** Plot of fraction of lidar volume scattering coefficient, $f_j$, for copolarized (solid line) and cross-polarized (dashed line) returns from the surface as functions of position along the flight track, $x$, over two boat wakes. The track in the plot follows the black line in the photo of the wakes from bottom to top.
narrow frequency band at 7.5 GHz (0.25 cm\(^{-1}\)). The scattering strength for these two processes, however, is \(\approx 2 \times 10^{-8} \text{ m}^2 \text{ sr}^{-1}\) for both.\(^{2}\) Neither of these are new concepts, but the component technologies have not been suitable for widespread open-ocean application.

The Raman scattering approach uses the fact that water comprises clusters of molecules that are weakly bound (polymer form) and independent molecules (monomer form) whose relative concentrations are in thermodynamic equilibrium. As temperature increases, order decreases and the balance shifts toward a higher concentration of monomers. The Raman shift of the two forms are different—peaks at 3535 and 3622 cm\(^{-1}\) are from monomeric water and increase with increasing temperature, while peaks at 3247 and 3435 cm\(^{-1}\) are from polymeric water and decrease with increasing temperature.\(^{12}\) Thus, the ratio of the Raman return at two wavelengths can be used to infer temperature.\(^{3}\) When 532-nm illumination is used, one of the Raman-shifted wavelengths would be between the monomer peaks at 655 and 659 nm, and the other would be between the polymer peaks at 643 and 651 nm. Another difference between Raman scattering from monomer and polymer waters is that the former is not depolarized for polarized illumination, while the latter is. This implies that depolarization of the Raman signal can also be used to infer temperature.

Because the Raman-shifted light is strongly absorbed when 532-nm illumination is used, measurements have used shorter-wavelength lasers\(^{14}\) unless only near-surface values are required.\(^{14}\) Using this technique, temperature profiles have been measured to 30 m using a 450-nm laser on a ship.\(^{15}\) However, the technique has not found wide application largely because of interference with background light over the broad Raman band, distortion of the spectrum by differential absorption over that same band, and practical problems associated with high-energy blue sources.

The frequency of the Brillouin return provides a measure of the speed of sound in the water, \(V\), which depends on temperature, salinity, and pressure \(P\):

\[
V = 1449.22 + \Delta V_T + \Delta V_S + \Delta V_P + \Delta V_{TSP} \\
\Delta V_T = 4.6233 T - 5.4585 \times 10^{-2} T^2 + 2.822 \\
\quad \times 10^{-4} T^3 - 5.07 \times 10^{-7} T^4 \\
\Delta V_S = 1.391(S - 35) - 0.078(S - 35)^2 \\
\Delta V_P = 0.160518 P + 1.0279 P^2 + 3.451 \\
\quad \times 10^{-9} P^3 - 3.503 \times 10^{-12} P^4,
\]

(15)

where \(T\) is temperature (°C), \(S\) is salinity (PSU), and \(P\) is pressure (kg cm\(^{-2}\)). Over the range of values typical of the upper 100 m of the ocean (0 deg \(\times\) 30 deg, 33% < \(S\) < 37%, 1 kg cm\(^{-2}\) < \(P\) < 100 kg cm\(^{-2}\)), \(\Delta V_T\) changes by 100 m s\(^{-1}\), \(\Delta V_S\) changes by 5.5 m s\(^{-1}\), and \(\Delta V_P\) changes by 16 m s\(^{-1}\). A complicated term \(\Delta V_{TSP}\) changes by \(<\)1 m s\(^{-1}\), and is not reproduced here. \(P\) can be estimated from depth, so temperature can be estimated from sound speed within a few percent by assuming an average salinity and neglecting \(\Delta V_{TSP}\). The lidar Doppler shift for 532-nm laser light and a sound speed of 1500 m s\(^{-1}\) is 7.5 GHz, which is typically measured with an interferometer. An accuracy of 1°C implies a frequency measurement with 20 MHz accuracy, requiring very precise optical interferometers.

Most of the work on ocean temperature sensing by Brillouin lidar has been theoretical analyses\(^{126}\) or laboratory demonstrations\(^{127,128}\) as described in another paper in this issue.\(^{129}\) It has not found widespread application because the required laser stability and receiver frequency accuracy have been difficult to obtain outside of the laboratory. These are both areas of active research\(^{130}\) and the application of lidar profiling of temperature in the open ocean can be expected in the future.\(^{131}\)

### 5.3 High-Spectral-Resolution Lidar

The concept of a high-spectral-resolution lidar (HSRL) originated as a way to separate aerosol from molecular scattering in the atmosphere\(^{132}\) based on the premise that the Doppler shift from aerosols is small compared with that from air molecules. This same concept can be applied to sea water in order to simultaneously measure attenuation and backscattering using a two-channel receiver.\(^{133}\) The volume backscatter coefficient of pure seawater, \(\beta_{sw}\), can be calculated precisely, since the density of water changes very little in the upper 50 to 100 m. Over 98% of this scattered light is in the two symmetric Brillouin peaks Doppler shifted up or down by 7.5 GHz (7 pm for an initial wavelength of 532 nm).\(^{134}\) The Doppler shift from particulate scattering is very small, so one of the two receiver channels is equipped with a spectral filter that only passes the Brillouin peaks. The signal from this channel is inverted using Eq. (1), with \(\beta = \beta_{sw}\), to obtain \(\alpha(z)\). The other receiver channel responds to both seawater and particulate scattering. The signal from this channel is inverted using \(\beta(z)\), which, for this channel, is the sum of seawater and particulate components. An optical filter to pass the Brillouin return is much simpler than an interferometer to precisely measure its frequency, so the application of HSRL to measure attenuation and scattering in the ocean can be expected earlier than temperature profiling using the Brillouin technique.

### 5.4 Space-Based Lidar

The cloud-aerosol lidar with orthogonal polarization on the CALIPSO satellite was launched to study clouds and aerosols in the atmosphere\(^{135}\) but has co- and cross-polarized receivers for the 532-nm laser light. This similarity has motivated several studies into possible ocean subsurface returns.\(^{136}\) However, the range-resolution of this lidar was designed with atmospheric studies in mind. Near the surface, the sample frequency is 5 MHz, which corresponds to a range resolution of 22.5 m in water. Prior to sampling, the signal has been low-pass filtered with a 2-MHz filter, so the strong surface return extends over three samples. In addition, the photomultipliers have a slowly decaying tail from signal-induced fluorescence within the tubes.\(^{137}\) The result of these two effects is an impulse-response function given by:

\[
g_r = \exp\left[-\left(\frac{z}{15}\right)^2\right] + 0.015 \exp\left(-\frac{z}{118}\right) \\
g_x = \exp\left[-\left(\frac{z}{15}\right)^2\right] + 0.014 \exp\left(-\frac{z}{110}\right)
\]

(16)
for the unpolarized and cross-polarized receiver channels, respectively. These two effects mask the subsurface return under most conditions.

Despite these limitations, there is evidence of subsurface return in the cross-polarized lidar channel at the two sample depths of 28 and 50 m and it seems feasible to build a space-based lidar with depth resolution of a meter or so, better matched to oceanographic requirements. Coupled with ocean color measurements, this would be a powerful tool for global observations of the upper ocean.

6 Conclusions

This paper has described the characteristics of the critical lidar components that need to be considered in the design. For many applications, Q-switched, frequency-doubled Nd:YAG will be the clear choice for a laser, in no small part because of its reliable operation in the field. For open-ocean applications, a blue laser would provide better depth penetration, but the technology is more complex. The two receiver characteristics that must be carefully considered are field of view and dynamic range. For many applications, a wider field of view will be desired to minimize the attenuation of the signal with depth, even though this will result in increased levels of background light. There are several approaches to maximizing dynamic range, all of which have advantages and disadvantages. The eventual solution will be a high-speed digitizer with sufficient dynamic range, and this is probably not too far off.

This paper has described the basic equations describing the performance of profiling lidars. Because of its simplicity, the single-scattering approximations is the best choice for many applications. The extension of this theoretical approach to include polarization was also described. This extension led to the conclusion that linear and circular polarizations are equivalent in the information content, but circular polarization might be better from a signal-to-noise consideration.

This paper has described applications of lidar for profiling several properties of the upper ocean. These properties include the vertical distribution of fish, plankton, bubbles, and the optical properties of scattering, absorption, and attenuation that are affected by suspended sediments and dissolved substances. Lidar has also been shown to be useful in understanding the dynamical properties of the upper ocean. Scattering particles move with the water and act as tracers for mixing processes like internal waves and turbulence. They are also often associated with the pycnocline, which identifies the depth of the oceanic mixed layer. The conclusion was that a great deal of information about the upper ocean can be obtained from lidar systems. This information has relevance to physical, biological, and chemical oceanography.

This paper has described several areas where progress in lidar profiling can be expected in the future. Quantitative retrievals of atmospheric lidar have been improved by applications of HSRL techniques and by thorough investigations of the lidar ratio in different atmospheric conditions. These same techniques will be applied to oceanographic lidars, and similar progress is expected. Technological advances, especially in the area of stable lasers and filters, are likely to lead to practical application of lidar temperature profiling. Farther into the future, global coverage from an oceanographic lidar operating from a satellite is likely.
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