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1 Introduction
Head-mounted displays (HMDs) with see-through vision
displaying a variety of information and images superimposed
on the real-world view are being developed with the advent
of augmented reality (AR). Some HMDs show only two-
dimensional (2-D) images, but some can also display three-
dimensional (3-D) visualizations, which create a scene with
depth. A conventional 3-D HMD is based on a stereoscopic
imaging technique that shows slightly different images to
each eye. However, the 3-D image is optically represented
in the depth of the screen, and the focus cue (accommodation
stimulus) is not equivalent to the perceived depth. The
difference in the depths causes asynchronous stimuli
between the movement of the eyes (vergence) and accommo-
dation, resulting in the so-called vergence accommodation
conflict. It causes of eyestrain and fatigue for viewers
when viewing such 3-D images.1

Holography is known as an ideal 3-D display technology
that satisfies all human physiological requirements enabling
recognition of objects 3-D without the conflicts. Holography
is a technology recording and reconstructing 3-D images
using diffraction and interference of two light waves: the
object light propagated from the object and the reference
light propagated from a high-coherence light source.

The interference makes a pattern on a hologram that we
call a “fringe pattern.” In electroholography, the fringe pat-
tern is displayed on an electronic device such as a spatial
light modulator (SLM); the SLM reconstructs the light
wave of 3-D objects by illuminating the SLM with reference
light, the wavelength and position of which are the same as
the reference light. Fringe patterns that represent the virtual
objects are generated by computer simulation and are called
computer-generated holograms (CGHs). Many reports have

studied desktop-type displays that enable several observers
to view the 3-D images simultaneously.2,3 However, these
displays are disadvantageous due to the large size of the opti-
cal system and the narrow visual fields. A trade-off relation-
ship exists between the visual field angle and viewing zone
angle. It is possible for HMDs to have larger visual fields
than desktop-type display because they require a narrow
viewing zone.

Holographic HMDs for personal use have also been
studied.4–8 HMDs require only a narrow viewing zone and
have larger visual fields than desktop-type displays. The
first attempt at a holographic HMD was proposed by
Takemori,5 and the HMD had a practical small and wide
visual field. An HMD for both eyes requires adjustments to
enable the generation of vergence stimuli that can
accommodate individual interpupillary distances (PDs).
However, the Takemori HMD system did not consider the
synchronicity of accommodation and vergence stimuli as
individual PD is not taken into account, so the reconstructed
images could not be matched to human vision correctly.
Development of a holographic HMD is in progress, but at
present, there is no HMD arrangement that generates
accurate vergence and accommodates stimuli to specific
observers.

This paper proposes a holographic HMD with accurate
vergence and accommodation stimuli that provides images
in full color and a see-through optical system for an AR rep-
resentation. Moreover, we have clarified that the HMD has
correct characteristics of accommodation and vergence with-
out conflict. We will discuss the compact and light weight
optical system for the HMD in Sec. 2 and the calculation
method for the fringe patterns of the optical system in
Sec. 3, including generation methods of accommodation
and vergence stimuli. Then, in Sec. 4, we will describe
the structures and devices that make up the HMD system.
Finally, the experimental results with our HMD will be pre-
sented in Sec. 5.*Address all correspondence to: Yuji Sakamoto, E-mail: yuji@ist.hokudai.ac.jp
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2 Optical System
The optical system for an HMD needs to be compact and
lightweight. To satisfy these requirements, we adopted
Fourier transform optical systems (FTOS) and a field
sequential color method. Although the HMD system is bin-
ocular and uses the optical systems of the same structure, we
explain a single optical system in this section.

2.1 Fourier Transform Optical Systems

In electroholography, the pixel density of the display device
for a hologram determines the visual field and viewing zone,
which indicate the maximum displayable size and the maxi-
mum area that viewers can see, respectively. Figure 1(a) out-
lines an ordinary arrangement of electroholography, where a
hologram is illuminated by parallel light. The light is dif-
fracted by the hologram, and the visual field is displayed
across the hologram plane. In Fig. 1(a), the visual field
angle θ is given by

EQ-TARGET;temp:intralink-;e001;63;546θ ¼ 2 sin−1
�

λ

2p

�
; (1)

where λ is the wavelength of the light and p is the pixel pitch
of the display device. Equation (1) indicates that θ depends
on the pixel pitch p, and this factor makes it difficult to
expand the viewing angle of usual holographic displays,
unless SLMs with higher resolution are used.

To improve this, we adopted a reconstruction method
based on an FTOS developed device. The FTOS consists
of an SLM, a lens, and a point light source. This simple struc-
ture has a great advantage for developing small holographic
displays. When the SLM is reflective, the structure is repre-
sented as in Fig. 1(b). The point light source is arranged at
the focal point of the lens, so the emitted light from the point
light source is reflected by the SLM and converges at the
focal point of the lens. The fringe pattern on the hologram
used in the FTOS is different from that on an ordinary holo-
gram, which is described in Sec. 3. The light diffracted by the

hologram reconstructs images around the focal point of the
lens. All the light reconstructing images pass through a
specified area in front of the SLM. The area is called a view-
ing window. The width of the viewing window w is given as

EQ-TARGET;temp:intralink-;e002;326;708w ¼ λf
p
; (2)

where f is the focal length of the lens. When the viewpoint is
inside the viewing window, an observer can see the entire
image. This window represents the viewing zone of the
FTOS, which is narrower than that of the optical system
shown in Fig. 1(a).

The visual field θF is enlarged as follows:

EQ-TARGET;temp:intralink-;e003;326;599θF ¼ 2 tan−1
�
L
2f

�
; (3)

where L is the hologram size. Equation (3) suggests that
the visual field of the FTOS is larger than that of the arrange-
ment in Fig. 1(a). So, when a large display and a lens with a
short focal length are used, the visual field is expanded.
Unexpected light such as zeroth-order light and ghost images
converge at the focal point of the lens, and they are easily
removed by arranging a barrier in front of the view point.
Therefore, the FTOS can effectively enlarge the visual
field in a small device.

2.2 Colorization Method

There are two colorization methods in electroholography.
One is a method in which images of primary colors are spa-
tially overlapped to reconstruct full-color images.3,9,10 This
method has the advantage of being able to use SLMs
with a low refresh rate. However, the size of the optical sys-
tem tends to be large because some optical components, such
as lenses, the SLM, and point light sources for each of the
primary colors, are necessary. Another colorization method
is the field sequential color method,11,12 in which images of
the primary colors are successively reconstructed in the same
position. Although SLM with a high refresh rate is needed to
reconstruct full-color images without flickering, this method
has the advantage of having a small reconstruction unit
because it uses only one SLM to display holograms for
all the primary colors. For the HMD we developed, the
field sequential color method was implemented for the color-
izing of the reconstructed images.

With the field sequential color method, the calculated
holograms of each primary color need to be successively dis-
played only while the reconstruction light for this color is on.
These successively reconstructed images of the primary col-
ors are integrated into a full-color image by human vision.
Sequential images with a frequency of more than 60 Hz
allow observation of full-color images without flickering.
A 180-Hz SLM was used for our experiments to display
the holograms to keep the frequency for displaying the
sets of the three colors at 60 Hz.

2.3 Resolution of Reconstructed Image

The resolution of reconstructed images displayed by a holo-
gram needs to be higher than that of the human visual system
because insufficient resolution creates image blur in recon-
structed images. In the FTOS, the size of the viewing

Hologram
plane

Visual field

Viewing zone

Parallel light waves

(a)

(b)

Visual field

Viewing zone
Hologram

plane

Spherical light waves

Point light source

Lens

Fig. 1 Outlines the optical reconstruction arrangements (a) conven-
tional and (b) FTOS.
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window and the aperture size of the light source for
reconstruction light determine the resolution.

When the size of the viewing window w determined by
Eq. (2) is less than that of the pupil, the hologram cannot
provide enough light to the whole aperture area of the
pupil. Thus, the resolution is less than that of human vision.
Under the condition w < pupil aperture, the resolution of
reconstructed images is

EQ-TARGET;temp:intralink-;e004;63;664δx ¼ λzobj∕w; (4)

where zobj is the distance between the view point and an
object. To obtain a higher resolution, a high-resolution
SLM is necessary.

According to the theory, a reconstruction light is assumed
to be an ideal point light, but an actual reconstruction light
has the definite aperture size dA. The aperture size of the
reconstruction light makes the resolution as follows:

EQ-TARGET;temp:intralink-;e005;63;556δxA ≈ zobjdA∕f: (5)

The lower of the two resolutions determines the resolution
of the system.

Our system uses RGB LEDs as reconstruction light,
whose spectral bandwidths are broad, so the resolution of
a reconstructed image is affected. As the diffraction angle
on the hologram plane is approximately inverse proportion
to the wavelength, the depth of the reconstructed image will
be changed as follows:

EQ-TARGET;temp:intralink-;e006;63;436δzL ≈ zobjδλ∕λo; (6)

where δzL is the resolution in the depth, δλ is a bandwidth of
LED, and λo is the center wavelength of LED, respectively.
The change of the image depth makes the image blur, and the
resolution is indicated as

EQ-TARGET;temp:intralink-;e007;63;360δxδλ ≈ wδλ∕λo: (7)

3 Calculation Method

3.1 Point Source Method

There are a number of methods to calculate CGHs, and the
point source method is used most often.13 This method con-
siders objects as clouds of independent point light sources,
and it allows the expression of arbitrarily shaped objects.

As suggested in Fig. 2, with the coordinate of an i’th point
source of an object dataset defined as piðxi; yi; ziÞ and the
coordinates of the hologram plane defined as phðxh; yh; 0Þ,
the complex amplitude distribution on the hologram ui is
expressed as

EQ-TARGET;temp:intralink-;e008;63;189uiðxh; yh; 0Þ ¼
ai
ri

exp

�
−j

�
2π

λ
ri þ ϕi

��
; (8)

where ai is the amplitude of a point source, ri is the propa-
gation distance from pi to ph, jð¼

ffiffiffiffiffiffi
−1

p Þ is an imaginary
unit, and ϕi is the initial phase of the point source.
Therefore, the total complex amplitude distribution u from
all point light sources is expressed as

EQ-TARGET;temp:intralink-;e009;326;624uðxh; yh; 0Þ ¼
XN
i¼1

uiðxi; yi; 0Þ: (9)

3.2 Calculation of the Propagation Distance

In the FTOS, the propagation distance from the point source
to the hologram plane is not like that in usual CGH calcu-
lations. A depth-free calculation method14 has been intro-
duced to reconstruct images at arbitrary depths. Through
the FTOS, a hologram is slightly enlarged by a lens. As
the reconstructed images would be expanded and deformed
with the FTOS, the CGH calculation method for FTOS is
different from an ordinary hologram. It is necessary to com-
pensate for the change in coordinates for the FTOS. When
propagation distances from pi to ph are r 0i and the coordi-
nates of the objects are ðxi; yi; ziÞ, the coordinates of the opti-
mized location of the object ðx 0

i ; y
0
i ; z

0
i Þ are obtained with

EQ-TARGET;temp:intralink-;e010;326;424z 0i ¼ −
fA

f þ A
; x 0

i ¼ xiz 0i B; and y 0
i ¼ yiz 0i B: (10)

Here, the distance r 0i is calculated as

EQ-TARGET;temp:intralink-;e011;326;369r 0i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx 0

i − xhÞ2 þ ðy 0
i − yhÞ2 þ z 02i

q
; (11)

and A, B are expressed as

EQ-TARGET;temp:intralink-;e012;326;319A ¼ zif
zi − f

; B ¼ A − f
Af

: (12)

3.3 Calculation for a Binocular System

The points to be reconstructed in a binocular view must have
parallax information and must display different interference
patterns on each of the two SLMs in the respective display
units. To ensure the consistency of these two images recon-
structed by each of the display units, two coordinate systems
for each eye and the world coordinate system that indicates
the position of the virtual point to be reconstructed are shown
as Fig. 3. The origin of the world coordinate system OW is
located at the center of the view points of the left and right
eyes, and the z-axis is set inverse to the viewing direction
with the x-axis orthogonally crossing the viewing direction
and passing through the left and right view points. The coor-
dinates of the virtual objects represented by the world coor-
dinate system need to be transformed into the two coordinate
systems to calculate consistent CGHs for the left and right
display units. When the origin of the coordinate system of
the left eye in the world coordinate system is defined as

x

y

z

ith point light
(xi, yi, zi )

Hologram plane
(xh, yh, 0 )

O

Viewer position

Virtual object

Fig. 2 Outline of concepts involved in the point source method.
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OLðxWOL
; yWOL

; zWOL
Þ, the coordinates of the point to be

reconstructed in the world coordinate system ðxW; yW; zWÞ
are transformed into the left coordinates system ðxL; yL; zLÞ
using the movement and rotation transformation,
expressed as

EQ-TARGET;temp:intralink-;e013;63;563

0
B@

xL
yL
zL
1

1
CA ¼ RðφLÞ

0
B@

1 0 0 −xWOL

0 1 0 −yWOL

0 0 1 −zWOL

0 0 0 1

1
CA
0
B@

xW
yW
zW
1

1
CA; (13)

where

EQ-TARGET;temp:intralink-;e014;63;485RðφÞ ¼

0
B@

cos φ 0 sin φ 0

0 1 0 0

− sin φ 0 cos φ 0

0 0 0 1

1
CA; (14)

and φL is the angle between the viewing direction of the
left system and the z-axis of the world coordinate system.
The right coordinate system ðxR; yR; zRÞ is similarly calcu-
lated using the following equation:

EQ-TARGET;temp:intralink-;e015;63;379

0
B@

xR
yR
zR
1

1
CA ¼ Rð−φRÞ

0
B@

1 0 0 −xWOR

0 1 0 −yWOR

0 0 1 −zWOR

0 0 0 1

1
CA
0
B@

xW
yW
zW
1

1
CA; (15)

where φR is the angle between the viewing direction of
the right system and the z-axis of the world coordinate sys-
tem. Equations (13) and (15) are related to the base PD.
When the PD is changed by adding Δd [mm], the origin
of the coordinate system for the right eye in the world
coordinate system ORðxWOR

; yWOR
; zWOR

Þ moves to become
O 0

RðxWOR
þ Δd; yWOR

; zWOR
Þ because the right optical unit

slides to adjust the PD in our binocular display system.
Due to this movement calculation, the objects have the cor-
rect parallax for each of the various PDs that can be
reconstructed.

In a binocular system, the binocular visual field angle θB
is expressed as

EQ-TARGET;temp:intralink-;e016;63;169θB ¼
�
θM þ φL þ φR ðZd ≤ z < ZminÞ
θM − 2ðφL þ φRÞ ðz ≤ ZdÞ; (16)

where θM is the monocular angle of the left and the right
display units, Zmin is the depth nearest from the view
point where the reconstructed images are observed binocu-
larly, and Zd is the depth where the outside limits of the field
of view of the monocular angles cross as shown in Fig. 3.

The value of Zmin is calculated as

EQ-TARGET;temp:intralink-;e017;326;607Zmin ¼ −
PD

2 tan
�
θMþφLþφR

2

� ; (17)

where PD is the interpupillary distance of the observer.
Equation (17) indicates that when the angles φL and φR
become larger, the reconstructed images can be observed
at a closer point. However, the binocular visual field
decreases when objects are located farther away according
to Eq. (16). Thus, the parameters φL and φR need to be opti-
mized to match the purpose of the use of the display system.

3.4 Calibration for Installation Errors

Optical units commonly have some installation errors, and
these errors often cause considerable errors in reconstructed
images. However, these errors are difficult to remove man-
ually. Here we propose a calibration method to correct
installation errors. The calibration method is divided into
three steps.

The first step corrects the depth of the reconstructed
images. In this step, depth-direction errors are corrected
using a method with the linear least squares. First, N meas-
urement depths are defined as z1; z2; : : : ; zN , and the mea-
sured depth zei which is obtained by measuring the object
located at i’th depth zi is determined. We assume that the
relation between the zi and zei is represented as a linear
model, and the fitting line FðziÞ is defined as

EQ-TARGET;temp:intralink-;e018;326;298FðziÞ ¼ a1zi þ a2: (18)

The a1 and a2 are given by minimizing the following sum:

EQ-TARGET;temp:intralink-;e019;326;256S1 ¼
XN
i¼1

fzei − FðziÞg2; (19)

using the linear least squares method. FðzÞ expresses the
trend of installation errors. Next, to remove installation
errors, depth zi of a virtual object is shifted to the depth
obtained by multiplying the inverse function F−1ðziÞ.
Correction of the depth is independent for each eye regard-
less of PD. For this reason, if measurement is made when the
system is being manufactured, using the measured values can
create various hologram data with various PDs. This correc-
tion calculation almost takes no time.

In the second step, the image size is corrected. The size of
the image is changed after the first step, so the size of the
image has to be changed to the original object size. The
size of the depth-corrected object H 0

i is represented by the
original object size Hi as follows:

PD Binocular visual field

zW

OL

OR

zL

zR

xL

xR

Left SLM

Right SLM

θM θB

Zmin

View points

L
R

xW

Zd ZbaseOW

ϕ
ϕ

Fig. 3 Outline of the binocular system.
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EQ-TARGET;temp:intralink-;e020;63;752H 0
i ¼

zi
FðziÞ

Hi: (20)

By multiplying the inverse function of Eq. (20), the size of
the original virtual object is corrected.

In the third step, the vergence value is also corrected using
linear least squares. The vergence value can be determined
by the x-coordinates of the images reconstructed by the left
and right display units. As shown in Fig. 4, when the x-axis-
direction error in the world coordinate system between the
objects reconstructed by the left and right display units is
measured to be dei at the depth zi, the linear function
GðzÞ followed by dei is expressed with the constants b1
and b2 as

EQ-TARGET;temp:intralink-;e021;63;599GðziÞ ¼ b1zi þ b2; (21)

and to make following sum minimum:

EQ-TARGET;temp:intralink-;e022;63;557S2 ¼
XN
i¼1

fdei − GðziÞg2: (22)

The error dei is calculated as

EQ-TARGET;temp:intralink-;e023;63;501dei ¼ dxRi − dxLi; (23)

where dxRi and dxLi are the x-coordinates of the recon-
structed object by the right display and by the left display
units, respectively. Here, zdi, the gazed depth by both
eyes through each system, is calculated with dei by the fol-
lowing equation:

EQ-TARGET;temp:intralink-;e024;63;415zdi ¼
PD

PD − dei
zi: (24)

This equation indicates that when there are no errors (dei),
the gazed depth zdi becomes equal to the ideal depth zi, so
the final step is completed by subtracting GðziÞ from the
x-coordinates of the object to make this error zero.

In summary, the object data ðxi; yi; ziÞ are corrected to
ðx 0

i ; y
0
i ; z

0
i Þ, which are represented as

EQ-TARGET;temp:intralink-;e025;63;306x 0
i ¼

FðziÞ
zi

xi þ GðziÞ; y 0
i ¼

FðziÞ
zi

yi; z 0i ¼
zi

FðziÞ
:

(25)

Note that the value of the function GðziÞ is positive when
calculating CGHs for the right display unit and negative
for the left one.

This is a practical calibration method because it adjusts
the installation errors of lenses, reconstruction lights, and

other optical elements, and the depth-direction distortions
caused by the lenses are also corrected at once.

4 Fabrication of Head Mounted Displays
We fabricated the holographic HMD system with the optical
parameters detailed in Table 1. The range of adjustable PDs
was set to 50 to 70 mm because the average PD of adult
males is around 65 mm. The viewing direction of the display
units for the left and right eyes was defined as being 800 mm
from the center of the viewing points. The minimum depth
Zmin is about 300 mm because this is the nearest depth
human beings can focus on without effort.

The HMD was 350-mm high × 200-mm wide × 200-mm
deep, and the weight was 1480 g.

4.1 Optical Structure

We fabricated a holographic HMD based on the aforemen-
tioned details with a sufficiently solid structure to facilitate
adjustments of the lens, light source unit, and SLM as shown
in Fig. 5. The optical parts are integrated into one component
with a surrounding frame. The reconstruction light should be
arranged to be located just at the focal point of the lens to
reduce installation errors.

zW

xW

Left view point

Right view point

OW

PD

zi

dei

Ruler and target depth

zdi

Target depth with 
parallax error

dxRi

dxLi

Fig. 4 Measurement of errors of target parallax and conversion to
depths.

Table 1 Optical parameters.

SLMs

Pixel pitch 9.6ðHÞ × 9.6ðV Þ [μm]

Resolution 1280 × 768 [pixels]

Refresh rate 180 [Hz]

Wave length and power of LEDs

Red 625 [nm]

Green 525 [nm]

Blue 465 [nm]

Power consumption 1 [W/color]

Lenses

Focal length 75 [mm]

Distance from SLM 7 [mm]

Visual field angles

Visual field (horizontal) 9.4 [deg]

Visual field (vertical) 5.6 [deg]

Viewing zone

Viewing zone of red 4.9 [mm]

Viewing zone of green 4.1 [mm]

Viewing zone of blue 3.6 [mm]

Others

Adjustable PDs 50 to 70 [mm]
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To create binocular vision, the proposed our HMD has
two display units, one for the left eye and one for the
right, as shown in Fig. 5. These two units are independent
and combined symmetrically for the left and right eyes,
and both units are attached on a helmet. Because each dis-
play unit has a narrow viewing zone, the binocular display
system is equipped with a sliding structure under the right
display unit to enable it to be adjusted to the individual
PDs of observers.

For each of the display units, the FTOS is comprised of an
SLM, a lens, and a light source unit, all of which are arranged
on one axis. To superpose the real object and virtual image in
the observer’s vision, a half mirror is located between the
lens and the light source unit. See-through type displays
have to make the reconstructed images bright enough to
be observed with ordinary room light. To avoid the attenu-
ation of the reconstruction light, the propagation distance is
shortened by a lens with short focal length, and only a one-
half mirror is used to make see-through vision possible.

To cut out unexpected light, barriers are located in front of
the eyes. The unexpected light is blocked by the barriers, and
only the reconstruction light is propagated through the barriers.

4.2 Full-Color Point Light Source Unit

To obtain sharp and clear full-color images, very small and
high-power point light sources are necessary because the
resolution of the reconstructed images depends on the quality
of the reconstruction light. Lasers for each of the primary
colors combined by half-mirrors have usually been adopted
as one high-power and full-color point light source.3,9,10,15

However, multiple lasers result in a bulky apparatus and
speckle noise in the reconstructed images due to the high
coherence of laser light. For these reasons, we used small
and high-power light-emitting diodes (LEDs) for the
reconstruction light.

The full-color LED used has independent LED tips for the
primary colors arranged at slightly different positions. Due to
the minor errors it gives rise to, the reconstructed images also
have slight errors, which would normally cause some color
blurring. To avoid that, a sharpening transparency acryl fiber
is put on the LEDs as shown in Fig. 6. The custom-made
light source was designed and developed by us. The fiber

is about 18-mm long and has a diameter of 5 mm. Except
for the top and bottom of this fiber, the surface is mirror-
coated. Light emitted from the LEDs is combined inside
the fiber, and the colors of each beam of the light are emitted
only at the top of the mirror-coated fiber.

Figure 7 shows the top of the fiber. The aperture of the
fiber, with the light spot area shown in the figure, is
about 0.2 mm. The size is determined by the balance of
the brightness, resolution, and directivity. This point light
source unit has a little directivity and a half-power angle
of 10.8 deg but is still sufficiently large enough to cover
the entire active area of the SLM.

To synchronize the timing of lighting of a primary color
LED and displaying the color of the hologram, a synchroniz-
ing circuit connects the SLM and the light source unit. This
circuit transmits the color information signal from the SLM
driver to the light source unit, and each color the LED is lit
corresponding to the received color signal.

To 
synchronizing

circuit

Half mirror

Light source

SLM

Lens

SLM driver

To Synchronizing
circuit

Barrier

Fig. 5 Photo and outline of holographic HMD.

Fig. 6 Photo and details of full-color point light source unit with mirror-
coated fiber.

Fig. 7 Aperture of LED fiber.
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5 Experiments and Results
To test the effectiveness of the proposed holographic
HMD, we measured the optical characteristics, and con-
ducted objective and subjective evaluations of reconstructed
images.

5.1 Optical Characteristics

Figure 8 shows the left and right images of this holographic
HMD. This reconstructed image is generated from the virtual
objects shown in Fig. 8(a), with a metal ball at the center, a
transparent object on the right, and a diffuse reflection sphere
on the left. It can be seen that the checkerboard below is
reflected on the surface of the reflective sphere. Figures 8(b)
and 8(c) have parallax, and they can be viewed stereoscopi-
cally by the parallel method. In this manner, the texture of the
object’s surface can be displayed. Also, when the observer is
focusing on the sphere in the front, the rear sphere became
blurred and a natural expression regarding the focal length
was observed.

Figure 9 shows the reconstructed image of a visual field
chart with a dot interval of 1.0 deg, except for 0.5 deg at both
ends of the horizontal row. This result indicates that visual
fields of the holographic HMD are 9.4 deg horizontally and
5.6 deg vertically, respectively. As a lens with a small diam-
eter and a short focal length is used, the chromatic aberration
can be seen. To correct this, it is necessary to considerate
calculation algorithm about the chromatic aberration
correction.

Figure 10 shows the reconstructed images of test charts to
reveal the resolutions of the proposed holographic HMD.
The charts are located at a depth of 500 mm, and the numbers
on them are line spaced (mm). The figures indicate that both
horizontal and vertical resolutions are slightly larger than
1.0 mm. The measured resolutions agree with that predicted
by Eq. (5) and the aperture size of reconstruction light
described in Sec. 2.3.

Figure 11 shows reconstructed images of two Maltese-
cross targets arranged at a depth of 300 and 1000 mm,
respectively. In Fig. 11(a) in which the focus is on the
left target, the left target image is sharp whereas the right
one is defocused. Focusing on the opposite target produced
an effect opposite to that as shown in Fig. 11(b). These
results indicate that the reconstructed images provide accom-
modation stimulus.

Fig. 8 Parallax of the holographic HMD (a) schematic diagram and
(b) view from left and (c) view from right.

Fig. 9 Reconstructed image of a visual field chart.

Fig. 10 Resolutions of reconstructed images (a) horizontal and (b) vertical resolutions.

Fig. 11 Difference in reconstructed images of focal depths.
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5.2 Calibration of the Depth of the Reconstructed
Images

In the first experiment, the depth of the reconstructed non-
corrected images were measured and corrected using the cal-
ibration method described in Sec. 3.4 and we tested the
accuracy of the depths and vergence values of the images.
The measured depths zi were defined from 400 to 1000 mm
with 100-mm intervals, and the depths of the targets were
measured using the focus feature of a camera. The focus
of the camera was aligned with the reconstructed image,
and in this state, the actual index was placed at the focus
of the camera. The depth of this real index was measured.
The camera was a Nikon D5100, the lens an f∕22, and
the depth of field was �90 mm at 1 m. The use of the
RGB LEDs affects the image depths described in
Sec. 2.3. The central wave length (spectral bandwidths) of
the RGB LEDs are 625 nm (17 nm), 525 nm (34 nm),
and 465 nm (23 nm), respectively. The largest depth change
(green color) is 16 mm at the depth of 1000 mm, which is
smaller than the depth of field of the camera. The resolution
occurred by bandwidth of the wavelength is 0.24 mm (green
color) at a depth of 1000 mm, which is smaller than the res-
olution occurred by the aperture size.

Figure 12 shows the results of this experiment: Fig. 12(a)
is the results of the left optical unit and (b) shows the results
of the right one. In this figure, the horizontal and the vertical
axes correspond to the target depth zi and the measured depth
zei, respectively. The measured depth of the noncorrected tar-
gets zei is plotted as “+” marks and the approximated curve
of these values FðzÞ is expressed as the chained line. These
data were corrected using Eqs. (20) and (25) and expressed
as “×” marks. The measured depths of the corrected images
z 0ei are in agreement with the theoretically ideal line that sat-
isfies zei ¼ zi and are represented by the dotted line. These
results after correction show that both the left and right units
reconstruct the images at the correct depths.

Next, the errors of the vergence values of the display
depth-corrected targets located at the theoretically ideal
depth were measured. These errors were also measured
using a camera with the following procedure: a scale was
arranged in the depth displaying the reconstructed images,
and we captured the reconstructed images and measure
from the left and right viewpoints using camera. If the par-
allax is correct, the reconstructed image should be located at
the same position on the scale. Figure 13 shows difference of
positions between the left and right images.
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In Fig. 13(a), the measured errors dei were sufficiently
small and needed no correction; the maximum value was
a 10-mm error at the 1000-mm deep target. Figure 13(b)
shows these experimental results with the measured errors
related to the PDs. No calibration of the vergence value
was conducted for these experiments. The error became
almost negligible.

5.3 Subjective Evaluation

The second experiment was subjective evaluations of depth
perceptions. In this experiment, the depths of the depth-cor-
rected images were evaluated binocularly by five subjects in
their 20s, all of whom had 20/20 vision. The target depths
were located from 400- to 1000-mm distance from the
observers at 100-mm intervals. The observed depth was mea-
sured by moving the actual index to a position, where a sub-
ject recognized as the same as the image. The movement is
controlled by a subject using an electric laser. There was one
experiment for each subject.

The results of the evaluation are shown in Fig. 14, where
D (diopter) is a metric expression of 1∕m; a unit expressing
the distortion power of the lens. Figure 14(a) shows the rela-
tionship between the stimuli depths Zi [D] of the displayed
targets and the observed depths Zei [D] after the depth cor-
rection. In the figure, the dotted line is an ideal line satisfying
Zie ¼ Zi and the plotted marks are observed depth. These
results indicate that the proposed calibration is able to correct
the depths of reconstructed images.

Figure 14(b) shows the individual PDs in the horizontal
axis and the stimuli of the depths of the observed targets in
the vertical axis. These results indicate that the holographic
HMD regenerates images of the objects at correct depths for
the various individual PDs.

6 Conclusion
We developed a holographic HMD that shows full-color 3-D
images with a visual field of 9.4 deg. To generate accurate
accommodation and vergence stimuli, we proposed correc-
tion methods for the focusing depths and vergence angle.
The CGH calculations for these corrections make it possible
to use a low-accuracy assembly and a freely adjustable opti-
cal system. The results of the objective and subjective eval-
uations indicated that the display represents 3-D images at

correct depths. The apparatus was also allowed to generate
adjusted stimuli that accommodate individual interpupillary
distances. Although the whole system is large, heavy, and
impractical, but the optical system entity is not heavy, and
is primarily the weight of the frame. Consequently, the over-
all arrangement of this system can be considered small
and light.
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