Axial and peripheral eye length measured with optical low coherence reflectometry
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Abstract. An optical low-coherence reflectometer (OLCR device) is described that allows the precise and noncontact measurement of eye length. The device measures eye length both on-axis and off-axis, thus enabling the determination of eye shape, an ocular parameter thought to be important in the development of refractive error. It is essential for several applications in ophthalmology and vision science. This improved OLCR device operates using a single-beam interferometer with a beam deflection mechanism that allows the precise measurement of eye length along the visual axis and within 15 deg horizontally and vertically from the fovea. The validity of this instrument and its revised software is evaluated by measuring the reproducibility of axial length results in an adult eye and an artificial eye, and by correlating axial eye length measured in a group of ten adult eyes with axial eye length obtained with A-scan ultrasound in the same eyes. The precision obtained with adult subjects is compared with that obtained with children. © 2003 Society of Photo-Optical Instrumentation Engineers.
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1 Introduction

The precise and accurate determination of axial eye length is a critical parameter in the preoperative calculation of intraocular lens power during cataract management and in myopia research. Off-axis eye length measurement is also important, given recent interest in retinal contour or eye shape and the role these factors may play in the development of myopia.1–4 The standard technique for the determination of eye length at present is A-scan ultrasound, which has a maximum precision of only 100 µm (0.1 mm), but this precision is often considerably poorer in clinical settings.5,6 In contrast, optical techniques such as optical coherence tomography (OCT),7,8 partial coherence interferometry (PCI),9–11 laser Doppler interferometry (LDI),12,13 and optical low coherence reflectometry (OLCR)14 have become popular because they offer greater precision, often on the order of 3–20 µm. These techniques analyze the intensity of interference fringes created by the superposition of partially coherent light reflected from the ocular surfaces and a reference surface. Compared with ultrasound, they measure axial, intraocular distances with a higher precision and do not require any contact with the eye.

OCT is based on a single-beam interferometer; it measures axial distances with respect to an external reference mirror and typically has a longitudinal scanning distance of a few millimeters. It is designed to assess distances between ocular surfaces at either the posterior or anterior areas in the eye, but not between corneal and retinal surfaces, because their separation exceeds the usual scanning distance. Thus OCT can be used to produce high-resolution two-dimensional cross-sections of images of the retina or the anterior ocular segment. However, it does not allow the determination of eye length. In contrast, PCI and LDI are based on a dual-beam interferometer, which uses the cornea as a reference reflector and measures distances with respect to the cornea. They permit the measurement of distances both within and between corneal and retinal surfaces and hence the determination of eye length, even though the typical scanning distance is only about 5 mm, is approximately the same as that of OCT. Eye shape can be determined by measuring eye length in the periphery using off-axis fixation targets10,12,14 or a lateral scanning system.15 The use of the cornea as a reference reflector makes these measurement techniques insensitive to longitudinal eye movements or the distance between the eye and the instrument, which is especially important for follow-up measurements. However, the intensity of the corneal reference reflection is low (~2% assuming a tear film refractive index of 1.33) compared with the intensity of the OCT reference beam reflected from an external mirror (close to 100% reflection). Because the mean square signal photocurrent \( \langle I^2 \rangle \) is a function of the optical power \( P_R \) incident upon the photo detector reflected from the reference arm as illustrated in Eq. (1) where \( \rho \) is the detector’s responsivity and \( P_S \) is the optical power backscattered from the sample,16 \( \langle I^2 \rangle \) is considerably lower in the dual-beam PCI/LDI setup than in the single-beam OLCR setup.

\[
\langle I^2 \rangle = 2\rho^2 P_R P_S .
\]

The main noise sources expressed in terms of the photocurrent variance \( \sigma^2_{I^2} \) are \( \sigma^2_{\text{sh}} \) (receiver noise), \( \sigma^2_{\text{sn}} \) (shot noise), and \( \sigma^2_{\text{ex}} \) (excess photon noise). Because \( \sigma^2_{\text{sh}} \) and \( \sigma^2_{\text{ex}} \) are pro-
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portional to the electronic detection bandwidth $B$, the signal-to-noise ratio $\text{SNR} \equiv \langle I_S^2 \rangle / \sigma_s^2$, is inversely proportional to $B$. Compared with a single-beam interferometer, the power output of the optical source must be increased in a dual-beam interferometer—thereby augmenting $\langle I_S^2 \rangle$—and/or $B$ must be decreased, for example by narrowing the electronic bandpass filter (BPF) or lowering the scanning speed—thereby decreasing $\sigma_s^2$—in order to achieve an SNR that permits the detection of the interference signal corresponding to the reflection from the retina. Measuring eye length with dual-beam interferometry suffers from the drawback that the wavefronts that are superimposed for interference are mismatched. The beam reflected from the cornea is divergent, whereas the beam reflected from the retina leaves the eye approximately parallel. The wavefront mismatch reduces the size of the interference fringes, the intensity of the interfering light at the detector, and the SNR compared with a system in which two parallel beams are superimposed. This drawback may be overcome with the application of diffractive optics that allows focusing a part of the incident beam on the cornea while transmitting the other part in parallel.

In order to use the advantage of a strong reference power $P_R$ for measuring eye length, I developed a single-beam optical low-coherence reflectometer (OLCR) device using an external reference mirror. Although the scanning distance is only about 10 mm, the instrument allows quasi-simultaneous interference signals to be received from both corneal and retinal surfaces and thus to precisely measure eye length. This is achieved with a detour unit that splits the sample beam in two subbeams and recombines them after adding an optical path to one of the subbeams so that a portion of the light reflected from retinal surfaces crosses approximately the same overall optical path length as the light reflected from the cornea.

I have further developed and improved the OLCR device by modifying the data analysis algorithm and adding a lateral deflection mechanism that allows assessing on-axis eye length and peripheral eye length ("eye shape") up to an angle of ±15 deg, not only along the horizontal, but also along the vertical meridian. In this article, the improved OLCR device is described and its technique is validated by comparing axial eye length measured with OLCR device in a group of ten adult eyes with axial eye length measured with A-scan ultrasound in the same eyes, by evaluating the precision in measuring axial length in an adult and in children 7 to 12 years of age, and by analyzing the reproducibility of measuring eye length and shape in an artificial eye and in an adult eye.

2 Description of the OLCR device

Figure 1 is a schematic drawing of the OLCR device. The parallel beam (diameter=3 mm) of a near-infrared ($\lambda = 845$ nm) super-luminescent diode (SLD) with a coherence length of approximately 25 $\mu$m is split into a sample beam and a reference beam by a beamsplitter cube (BSC). The sample beam is transmitted through a detour unit (DU; for a description see later discussion), a lens system $L_1$ and $L_2$, deflected by a mirror $M_1$ and delivered to the eye. Mirror $M_1$ deflects the beam horizontally and vertically at normal incidence on the cornea for off-axis measurements. The incident beam is partially reflected at corneal and retinal surfaces and returns to the BSC along the same path as the incident beam.

The reference beam is directed to a glass cube with a side length of 30 mm. The beam is refracted at the cube’s surface, twice reflected at inside surfaces, refracted out of the cube, and directed to mirror $M_2$. Following the reflection at $M_2$, it is returned on the same path and recombined at the BSC with the sample beam reflected from the eye. The glass cube is rotated at a constant frequency of 3.2 Hz, changing the optical path of the reference beam through the cube and thus the overall optical length of the reference path. Only at the angular cube position where the optical length of the reference path matches the optical length of the sample path reflected from one of the ocular surfaces to within the coherence length of the SLD do the reference and sample parts overlap in time at the BSC and create interference fringes. Lens $L_3$ images these fringes onto an avalanche photodiode (APD) that measures the light intensity during the cube rotation. Each surface of the cube provides one longitudinal scan. Thus, a cube rotation frequency of 3.2 Hz results in $3.2 \times 4 = 12.8$ longitudinal scans per second. The corresponding longitudinal scanning speed $V$ is approximately 420 mm/s, depending on the orientation of the cube. The scanning speed causes a Doppler shift $\Delta \nu = 2V/\lambda \sim 1$ MHz, and one can isolate the interference signal from the total photodetected light with an electronic bandpass filter. The filtered signal is root mean squared (RMS), amplified (AMP), and recorded by a computer as a function of the angular cube position. A light-emitting diode (LED), aligned coaxially with the SLD, is observed through a pellicle beam splitter (PBS) and lens $L_2$. The LED emits light at the visible wavelength of 590 nm and is employed as a fixation target. Normal incidence on the cornea is established by observing the reference and corneal reflections with pellicle beam splitter PBS$_1$, lens $L_4$, and a CCD video camera, and shifting the eye laterally until the two reflections superimpose.

In order to measure eye length, the OLCR reference beam must be scanned over a distance that encompasses the corneal and retinal areas, that is, at least 33 to 34 mm of optical length in the average adult eye. This required scanning distance and thus the required scanning time, can be reduced considerably...
with a detour unit (DU; international patent). Unlike the configuration described by Podoleanu et al. in which the reference beam is split into two subbeams that are reflected from two reference mirrors mounted at different depths on the same translation stage, the DU splits the sample beam into two separate beams using the polarization beamsplitter cube PBSC. The deflected, s-polarized beam is reflected at mirrors M and M, and recombined coaxially with the transmitted, p-polarized beam at the polarization beamsplitter cube PBSC before the delivery to the eye. When the optical path difference \( D \) between the s- and p-polarized beams within the DU matches approximately the optical length of the eye, the portion of s-polarized light reflected from the cornea and the portion of p-polarized light reflected from the retina cross approximately the same overall optical path. As a result, the interference peaks corresponding to reflections from corneal and retinal surfaces are approximately superimposed.

Mirrors M and M are mounted on a manual translation stage, which allows the adjustment of \( D \) with a Vernier screw. In order to facilitate the distinction—and determination of distance—between corneal and retinal interference peaks, \( D \) was adjusted so that their separation measured about 2 mm in a normal eye. The Vernier screw was calibrated with respect to \( D \) using a glass plate of known thickness and refractive index. In addition to reducing the scanning distance, the DU has the following advantage: lens L permits one to focus the s-polarized beam on the cornea, which allows the wavefront of the beam reflected from the cornea to be matched with that of the reference beam. This eliminates the need to apply diffractive optics. Because the reflection from the ocular surfaces approximately maintains the orientation of polarization of the incident light, the s- and p-polarized light reflected from the cornea and retina, respectively, return through the DU on their respective paths with little loss. The orientation of polarization of the reference beam is adjusted with a half-wave plate (\( \lambda/2 \)) at an oblique angle to allow for partial interference with both s- and p-polarized light. A neutral density filter (ND; transmission \( T = 25\% \)) attenuates the intensity of the reference beam in order to maximize the SNR of the interference signal.

Figure 2 shows an interference signal from the eye of an adult subject. The x-axis indicates the angular cubic position converted to optical scanning distance (micrometers). The y-axis indicates the intensity of the interference fringes (volts) as measured by the APD. As the glass cube rotates, the OLCR consecutively matches the optical distance of the reference beam and the sample beam reflected from various corneal and retinal surfaces, each time generating interference fringes. Therefore the resulting interference signal generally consists of several peaks. The two highest peaks correspond to reflections from the anterior surface of the cornea (AC) and posterior surface of the cornea (PC) and posterior surface of the retina (PR). Note that AC and PR are separated by only about 2 mm. Their separation was defined as reduced eye length \( (EL^* ) \). Eye length \( (EL) \) is thereafter obtained by adding the path difference \( D \) within the DU to \( EL^* \). Amplitudes vary between individual readings owing to eye motion and changes in the tear film. With high-amplitude interference signals, additional peaks are sometimes observed, corresponding to reflections from the posterior corneal (PC) and anterior retinal (AR) surfaces.

An eye length measurement consists of seven consecutive scans that are averaged. Data acquisition, visual representation, analysis, and storage are achieved with National Instruments LabVIEW software (National Instruments, Austin, Texas). For off-axis measurements, the sample beam is deviated horizontally and vertically by mirror M while the subject fixates on the stationary LED. The angular precision in position of the sample beam at off-axis locations is approximately \( \pm 0.6 \) deg.

After the reflection from mirror M, the beam is transmitted through lens L, which images the mirror plane onto the approximate location of the corneal center of curvature so that the sample beam falls about perpendicularly onto the cornea regardless of the deviation angle. The maximum deviation angle in the eye, limited by the aperture size of lens L, is \( \pm 15 \) deg. To ensure that the sample beam remains parallel at the eye, lens L is placed before mirror M so that it forms a telescope system with lens L.

3 Conversion of Optical Length to Geometrical Length

Optical eye length as measured with OLCR is converted to geometrical eye length by dividing the optical distance of each ocular component (cornea, anterior chamber, lens, vitreous chamber) along the measurement axis by the corresponding refractive index. Within the lens, an integration algorithm incorporating the gradient index profile needs to be applied. However, neither the individual distances of each component nor their refractive indices at the wavelength of 845 nm are known in an individual eye. As an approximation, the optical properties of Gullstrand’s schematic eye and the dispersion of water are used to convert optical eye length to geometrical eye length as described by Hitzenberger for a wavelength of 780 nm. The conversion is based on the assumption that a difference in eye length between Gullstrand’s schematic eye and a measured eye is due to a difference in the vitreous cavity length. Thus, in order to obtain the geometrical length of a measured eye \( (EL_{GEO}) \) at a wavelength of 845 nm, the difference between the optical lengths of the measured eye and peripheral eye length...
(\(EL_{OPT}\) and Gullstrand’s eye (\(EL_{G,OPT}=32.480\) mm) is divided by the refractive index of the human vitreous (\(n_{VIT}=1.3430\)) and added to the geometrical length of Gullstrand’s eye (\(EL_{G,GEO}=24\) mm):

\[
EL_{GEO} = \frac{EL_{OPT} - EL_{G,OPT}}{n_{VIT}} + EL_{G,GEO} \\
= \frac{EL_{OPT} - 32.480}{1.3430} + 24\ mm.
\] (2)

4 Number of Scans per Measurement

As a standard, an eye length measurement consists of seven consecutive scans obtained in less than 1 s. Because of eye movements, poor fixation, or degraded corneal tear film, the number of scans in which both the corneal and retinal signals are detected and hence eye length can be determined, varies among subjects. On average, for subjects with good fixation, normal eye movements, and intact tear film, about four to five scans per measurement yield useful interference signals that allow the determination of eye length with a standard deviation of approximately 15 \(\mu\)m. For other subjects, fewer useful scans per measurement may be obtained and the standard deviation may be higher. If fewer than four scans are obtained that display both the corneal and the retinal reflection as determined by visual inspection of the seven interference signals after a measurement, the measurement is repeated (i.e., another seven scans are obtained) until a total of at least four useful interference signals have been identified.

5 Analysis of the Interference Signal

Peak locations—and hence eye length—are determined objectively using a computer algorithm. The algorithm first locates the leftmost interference signal corresponding to the reflection from the anterior corneal surface, and thereafter the highest interference signal to the right corresponding, in most scans, to the reflection from the posterior retinal surface. The separation between the two peaks is added to the known optical path of the DU to obtain eye length. Because the interference signal from the anterior retinal surface exceeds that from the posterior retinal surface in rare instances [see Fig. 3(a)], each scan is visually inspected before eye length is determined and averaged with the algorithm. It can also occur in an individual scan that only the signal peak from AR, but not from PR, is detected. In that case, the operator could misinterpret the signal peak, and the algorithm could measure eye length to the wrong retinal surface. To overcome this difficulty and to confirm the result of an eye length measurement, the individual scans within a measurement are averaged through alignment of the anterior corneal signal [Fig. 3(b)], and the eye length determined in the averaged scan is compared with that determined with the individual scans as a standard procedure of the data analysis.

6 Nonlinearity of Scan

The rotating glass cube provides fast longitudinal scans with a high repetition rate. However, unlike a mirror moving at a constant speed, the scanning distance changes nonlinearly with a glass cube rotating at a constant frequency. Within a scanning range from 10 to 45 deg of angular cube orientation, the scanning distance increases faster in the beginning than in the end (Fig. 4). When the interference signal is sampled at constant time intervals using the pulses from an optical encoder attached to the motor of the cube, the scanning distance between consecutive pulses starts with 1.4 \(\mu\)m and ends with 1.0 \(\mu\)m over the scanning range. As a result, the interference
signal is distorted with respect to the x-axis, and the measured eye length depends on the location of the interference peaks within the scanning range.

To correct the nonlinearity of the scan, I developed an algorithm that first determines the location of the leftmost major intensity peaks within the interference signal corresponding to the reflection from the anterior cornea and calculates a linearization factor based on the location of that peak within the scanning range. Eye length as determined from the distorted interference signal is thereafter multiplied by the linearization factor. An artificial eye was positioned at three different longitudinal distances from the OLCR device so that the interference peaks were located at the beginning, the middle, and the end of the scanning range, and seven consecutive scans were obtained at each position. Without the linearization factor, eye length measured at the beginning and end of the scanning range differs by 255 μm; with the linearization factors, the difference is reduced to 21 μm. This small but significant difference (p = 0.001, one-factor analysis of variance, ANOVA) does not influence the accuracy of the instrument in a major way, because as a standard when eye length is measured, the eye is positioned so that the interference peaks are located in approximately the middle of the scanning range.

7 Laser Safety Analysis

The OLCR device measurement beam has a wavelength of 845 nm, a diameter of 1.5 mm, and a power of 200 μW at the cornea. According to Table 5a of the ANSI standard, the maximum permissible irradiance at the cornea—or maximum permissible exposure (MPE)—in the wavelength range 700 to 1050 nm for viewing periods from 10 to 3 × 10^4 s (i.e., sustained viewing) is found by the relationship: \( MPE = 10^{2(0.845 - 0.700)} \times 10^{-3} \text{ W/cm}^2 = 1.95 \times 10^{-3} \text{ W/cm}^2 \). Assuming that the limiting aperture is the dilated pupil with a diameter \( d \) of 7 mm (Table 8) with an area of \( A = (d/2)^2 \pi \), the irradiance \( E \) of the OLCR beam is calculated as

\[
E = \text{power} / A = 2 \times 10^{-4} \text{ W} / (0.7/2) \pi \text{ cm}^2 = 5.19 \times 10^{-4} \text{ W/cm}^2.
\]

Comparing the irradiance \( E \) with the calculated \( MPE \) gives \( MPE/E = 3.75 \), a nearly four times safety factor. This analysis shows that the OLCR laser power is safe according to the ANSI Z136.1-2000 standard for direct sustained viewing within the beam.27

8 Reproducibility of Eye Length Measurement

The reproducibility of eye length measured with OLCR was assessed in an artificial eye and in the eye of a young adult subject by measuring eye length five consecutive times. The sample beam was used as a fixation target. Between the measurements, the artificial eye and the head of the subject were removed from the chin rest. Both in the artificial eye, [Fig. 5(a)] and the eye of a young volunteer [Fig. 5(b)], OLCR consistently measured the same eye length. The differences between the five measurements were not significant (\( p = 0.89 \) in the artificial eye, \( p = 0.14 \) in the adult eye) as estimated with a one-factor ANOVA. The average standard deviation of the five measurements was 10 μm and 25 μm in the artificial and adult eye, respectively.

9 Comparison of Axial Length Measurements by OLCR and A-scan Ultrasound in the Same Eyes

Eye length was measured in one eye each of ten adult subjects both with OLCR and A-scan ultrasound. The A-scan ultrasound device displayed the result of a measurement in millimeters with a one-digit precision, and eye length was measured until a reading repeated itself. Eye lengths measured with OLCR and A-scan ultrasound correlated well (\( r^2 = 0.98, p < 10^{-7}; \) Fig. 6), indicating that the two methods yielded, on average, the same results. The average difference of 40 μm between the optical and acoustic method was not significant (Student’s paired t-test). The precision of OLCR (S.D. = 15 μm), however, is at least six times higher than that of A-scan ultrasound (S.D. > 100 μm).

10 Precision in Adults versus Precision in Children

The precision of OLCR in measuring eye length largely depends on the capability and cooperation of the subject in fixating on a target. In children, the fixation quality—and hence the measurement precision—most likely differs from that in adult subjects. To evaluate the precision in children, axial eye
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length was measured with OLCR in 63 children aged 7 to 15 years, and the average standard deviation of multiple readings within a measurement was determined and compared with that obtained in 24 adults aged 22 to 45 years. The mean standard deviation in children was $25 \pm 6\mu m$ (mean $\pm S.D.$), which is significantly greater than the mean standard deviation of $18 \pm 9\mu m$ in adults ($p = 0.031$, unpaired Student’s $t$-test). Dividing the children into three age groups (7 to 9 years, 10 to 12 years, and 13 to 15 years) and analyzing the differences among the groups with a one-factor ANOVA demonstrated that the precision did not depend on the age of the children.

11 Reproducibility of Eye Shape Measurement

The reproducibility of eye shape measurement with OLCR was assessed in an artificial eye and in the eye of a young adult subject by measuring eye length three consecutive times along the visual axis and at 15 deg nasally, temporally, inferiorly, and superiorly. Between the measurements, the artificial eye and the head of the subject were removed from the chin rest. In both the artificial and the real eye, eye length differed significantly among the three measurements at several of the assessed locations (Fig. 7) by a maximum of $65\mu m$ in the artificial eye and $86\mu m$ in the adult eye. The differences are most likely due to a $\pm 0.6$-deg error in repositioning the sample beam in the eye, resulting in eye length measurements along slightly different axes. These measurements indicate that the shape of the artificial eye and the adult eye differ considerably. Compared with the artificial eye, the adult eye measured for this demonstration showed a flatter shape along the vertical meridian and an asymmetric shape along the horizontal meridian.

12 Discussion

When Eq. (3) is used to convert optical eye length to geometrical eye length, OLCR measurements correlate well with A-scan ultrasound measurements in the same eyes. If the optical distances of the individual components in the anterior segment or the refractive indices in a measured eye differ from those in Gullstrand’s eye, an error may be induced during the conversion. Such an error may affect the accuracy of the technique, but not its precision. OLCR permits the precise and noncontact measurement of eye length on-axis and off-axis. It is especially valuable for relative eye length measurements, i.e., for monitoring eye length measured in the same eye at different times or for determining eye shape by comparing off-axis with on-axis measurements. The on-axis precision in a subject with good fixation is approximately $15\mu m$ as estimated from the standard deviation of consecutive scans within a measurement and the variation between consecutive measurements. In children, the precision is lower than in adults, presumably because of poorer fixation, but it is still at least three times higher than that with clinical A-scan ultrasound.

An earlier study using LDI reported that eye length measured optically was an average of $470\mu m$ greater than eye length measured acoustically. $^{12}$ The difference was attributed to the exclusion of retinal thickness and indentation of the cornea by the probe in ultrasound measurements. I did not find a significant difference in OLCR and ultrasound eye length, which is most likely due to an overestimate of the refractive index of the ocular media when optical distance was converted to geometrical distance. The precision in measuring off-axis eye length after repositioning the sample beam.
is approximately 80 μm, which is most likely due to angular repositioning errors of up to ±0.6 deg at off-axis locations. Eye shapes measured in an artificial and an adult eye differed considerably. The adult eye displayed a flatter and more asymmetric shape than the artificial eye. The asymmetry observed in the adult eye may reflect an irregular topography in the area of the optic nerve head.

OLCR allows eye length and shape to be measured with a higher precision than other techniques that have been used to assess human eye shape in vivo, such as X-ray, 28 magnetic resonance imaging (MRI), 29 and computed tomography (CT). 30 Compared with LDI and its commercially available version, the IOLMaster (Carl Zeiss, Inc., Thornwood, New York), the OLCR device scans at a higher repetition rate, which permits the measurement of eye length using seven scans in about 0.6 s. In direct comparison with the IOLMaster, the OLCR device emits at a longer wavelength (850 versus 780 nm), which causes less light scattering in the ocular media, resulting in a greater penetration depth. It also has a shorter coherence length (30 μm versus 120 μm), which permits measurement of eye length and discrimination of reflecting layers within the retina at a higher resolution. Unlike the IOLMaster, the OLCR device does not display artificial intensity peaks that are caused by the symmetric coherence function of the IOLMaster’s multimode laser diode. Such peaks are sometimes observed at equal distances to the left and right of an actual signal peak and may be confused with signal peaks corresponding to reflections from nearby retinal layers. Finally, the OLCR light has a lower power of 200 μW at the cornea, compared with approximately 400 μW of the IOLMaster. The lower power allows measurements over a longer time period and more consecutive scans, which makes OLCR more suitable for serial measurements of eye length, especially in patients with poor fixation or in children. The capability of the OLCR device to adjust the sample beam’s angle of incidence for off-axis measurements while the subject maintains central fixation avoids the potential danger of confounding eye deformations caused by peripheral gaze. 31 In several studies, eye shape was estimated indirectly through the measurement of peripheral refraction using on- and off-axis fixation targets. 1–3, 31, 32 These indirect measurements are much more influenced by the anterior segment optics, such as astigmatism and aberrations, than those of OLCR, and substantial calculation is required for the estimation of eye shape. 13

In conclusion, the high precision and the advantages of OLCR compared with other techniques make it a promising tool for studies on posterior segment dimensions and the role of eye shape in refractive development in children.
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