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Abstract. The formation of protein complexes or clusters in the plasma membrane is essential for many biological processes, such as signaling. We develop a tool, based on single-molecule microscopy, for following cluster formation \textit{in vivo}. Detection and tracing of single autofluorescent proteins have become standard biophysical techniques. The determination of the number of proteins in a cluster, however, remains challenging. The reasons are (i) the poor photophysical stability and complex photophysics of fluorescent proteins and (ii) noise and autofluorescent background in live cell recordings. We show that, despite these obstacles, the accurate fraction of signals in which a certain (or set) number of labeled proteins reside, can be determined in an accurate and robust way \textit{in vivo}. We define experimental conditions under which fluorescent proteins exhibit predictable distributions of intensity and quantify the influence of noise. Finally, we confirm our theoretical predictions by measurements of the intensities of individual enhanced yellow fluorescent protein (EYFP) molecules in living cells. Quantification of the average number of EYFP-C10HRAS chimeras in diffraction-limited spots finally confirm that the membrane anchor of human Harvey rat sarcoma (HRAS) heterogeneously distributes in the plasma membrane of living Chinese hamster ovary cells.
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1 Introduction

A prominent example for the importance of protein complex formation is found in plasma membrane located signaling cascades. Here receptor molecules, such as the Toll-like receptor\textsuperscript{1} or the epidermal growth factor receptor,\textsuperscript{2} form dimers upon binding to their respective ligands. In addition to the formation of true dimers or oligomers, also protein clusters and lipid domains lead to heterogeneities in the spatial distribution of specific proteins in the plasma membrane. These heterogeneities are known to have an effect on the dynamics of the reactions in which they are involved. For example, the small GTPase Harvey rat sarcoma [HRAS, viral oncogene homolog] has been shown to confine and small membrane domains on activation.\textsuperscript{3} Clearly, the demand for the determination of cluster formations with sufficient temporal resolution in the context of living cells is high. A number of techniques have been addressed to this problem, namely, bioluminescence resonance energy transfer,\textsuperscript{4} bimolecular fluorescence complementation,\textsuperscript{5} number and brightness mapping,\textsuperscript{6} image-correlation spectroscopy,\textsuperscript{7} confocal laser scanning microscopy with fast scanning,\textsuperscript{8} and photon-counting histograms (PCHS).\textsuperscript{9} These techniques all measure ensembles of molecules, making assumptions about their collective behavior including thermal equilibrium and spatial homogeneity. The validity of such assumptions, which are potentially violated in the context of a living cell, is difficult to prove. Furthermore, many of these techniques require exact knowledge about experimental parameters, [e.g., the point-spread function (PSF) of the microscope], on which the results might sensitively depend.

Single-molecule experiments, on the other hand, mostly depend on universal properties of fluorescent tags and inherently possess the required sensitivity. It was shown \textit{in vitro} that the number of molecules in a diffraction-limited spot can be determined from the intensity of attached fluorophores.\textsuperscript{10} Both the use of fluorescent proteins, which exhibit complex photophysics,\textsuperscript{11} and the presence of significant noise levels make this type of analysis more challenging in the \textit{in vivo} context. Ulbrich and Isacoff demonstrated that molecule numbers can be assessed \textit{in vivo} from the bleaching steps of autofluorescent proteins.\textsuperscript{12} This method requires the selection of intensity trajectories that show the expected stepwise decrease of autofluorescence. Another approach, introduced by Cognet et al.,\textsuperscript{13} is to collect all emitted photons until photobleaching, such that fluorescence intermittency is averaged out. In this paper, we report on the adaptation of this method, which was demonstrated \textit{in vitro},\textsuperscript{10,13} to autofluorescent proteins in living cells. We put the approach taken intuitively by Cognet et al.\textsuperscript{13} on firm theoretical grounds using semiclassical Mandel theory.\textsuperscript{14} Our theoretical result allows us to choose experimental parameters for a reliable measurement of single-molecule intensity distributions. Furthermore, we address the problems arising from an autofluorescent background, which are especially severe in living cells. In particular, the probability to detect a fluorophore in a noisy background depends on the intensity of the fluorophore and therefore modulates measured
intensity distributions. We quantify this detection probability and its influence on intensity measurements and verify our theoretical predictions by measuring the integrated intensities of single enhanced yellow fluorescent protein (EYFP) molecules in living cells under experimental conditions where the molecules bleach within the illumination time. We show that the resulting distributions can be described by a simple one-parameter model, which allows for the robust quantification of fractions of molecule numbers.

Finally, we apply our method to the membrane distribution of the HRAS membrane anchor. Although measurements at low spatial densities of the protein yield a strictly monomeric distribution, only slight increases in HRAS density cause evident increases of the dimeric fraction. Assuming a random spatial distribution of HRAS, such a density, dependent effect would be expected only at much higher concentrations. We therefore must assume a nonrandom distribution of HRAS. Hence, we are able to confirm the results of an earlier study\textsuperscript{15} that this membrane anchor clusters on length scales below the width of the point-spread function ($\approx 200$ nm), exclusively by using information from measurements of single-molecule intensities.

2 Theory

If several fluorescent molecules are colocalized on a length scale of $\leq 200$ nm, their fluorescence signal will be a single diffraction-limited spot in a widefield microscope. In the following we will refer to a certain number of molecules in a diffraction-limited spot as monomer, dimer, cluster, etc., irrespective of the origin of colocalization: the molecules might, e.g., be part of a stable complex or transiently reside in the same nanoscopic domain. Although the molecules cannot be resolved, it is possible to infer their number from the integrated fluorescence signal. Because the number of molecules cannot be calculated from a single signal (due to noise), it is necessary to analyze distributions of fluorescence intensities of many diffraction-limited spots. To a first approximation, the total fluorescence signal integrated over the diffraction-limited spot should be linearly proportional to the number of molecules. In the experiments described here, this simple relationship does not hold due to the complex photophysics, namely, blinking and bleaching of fluorescent tags and the data analysis process, as detailed in the subsequent sections.

The linear relationship, however, is not assumed to be disturbed if these proteinous fluorophors get in close proximity (e.g., upon clustering into nonresolved small domains). This assumption is valid, as in contrast to chemical dyes the chromophore of autofluorescent proteins is surrounded by a $\beta$-can protein structure that prevents electronic coupling between the two fluorophores. This configuration is responsible for the small Stokes’ shift, the high quantum yield of fluorescence, and the inability of oxygen to quench the excited state.\textsuperscript{16} In addition, it physically keeps the chromophores of autofluorescent proteins at a minimum distance of $\sim 5$ nm, leading to a Förster distance for homofRET between two EYFPs of $5.1$ nm.\textsuperscript{17} Hence, dipolar coupling, which leads to Förster transfer, might be of importance at much higher concentrations. In summary, the photon intensity of EYFP-C10HRAS, under the conditions of our study, is independent of the proximity of like proteins, as (i) the $\beta$-can shields the chromophore and keeps them at a physical distance and (ii) EYFP-C10HRAS stays mobile\textsuperscript{15} and probably freely rotates even while being confined to membrane domains.

2.1 Blinking and Bleaching of Fluorescent Proteins

Yellow fluorescent protein (YFP) and other autofluorescent proteins are popular tags for biomolecules in vivo because of their ease of use and the guaranteed 1:1 labeling ratio. Unfortunately, fluorescent proteins exhibit complex photophysics: they are known to blink (i.e., switch transiently between fluorescent and nonfluorescent states, and bleach fairly quickly). This poor photostability can make it difficult to infer molecule numbers from the fluorescence signal. We illustrate the photophysics of a fluorescent protein with a three-state model derived in Appendix A [see inset to Fig. 1(a)]. In this model, the fluorophore switches between “on” and “off” with a rate $k$ and bleaches with a rate $k_b$ from the on states. Only in the on state does the protein emit photons with a mean rate $\bar{I}$. It cannot return to a fluorescent state once it is bleached.

Figure 1 shows the number of photons emitted by a single fluorophore during illumination time $T$ calculated from the three-state model. In Fig. 1(a), the influence of blinking is illustrated. Because the photon emission rate in the on state is set to $\bar{I} = 100 / T$, the mean of the distribution is $\sim 50$, at least for high blinking rates (i.e., blinking rates that are large compared to $1 / T$). Clearly, the width of the distribution increases with decreasing blinking rate. Note that, even for infinitely fast blinking, the distribution has a finite width. This minimal width is due to the fact that photon emission is a stochastic process. The variance of the Poisson distribution, which describes this process, is equal to the mean (here: 50); thus, the minimal width (standard deviation) is $\sqrt{50}$. For very slow blinking [compared to the illumination time $T$], the mean shifts to the right [dashed gray line in Fig. 1(a)], if the fluorophore is initially on. Both effects make it difficult to distinguish the monomer with mean intensity 50 from the dimer, which would have a mean intensity of 100. As with blinking, bleaching strongly distorts the intensity distributions [Fig. 1(b)]. Whereas for small bleaching rates (i.e., small compared to $1 / T$), the distribution shows a clear local maximum [black solid line in Fig. 1(b)], the distribution follows an exponential decay for fast bleaching [black dotted gray line in Fig. 1(b)].

2.2 Robust Intensity Distributions

For both blinking and bleaching, the shape of the distributions changes the most with varying $k$ and $k_b$ when the time scales for blinking ($1 / k$) and bleaching ($1 / k_b$) are comparable to the illumination time $T$.

Because both $k$ and $k_b$ sensitively depend on many experimental parameters (illumination intensity, local pH, etc.), the observed variability in the intensity distributions prevents a robust assessment of molecule numbers, if short illuminations times $T$ are used. Along the lines of ideas developed by Cognet et al.,\textsuperscript{13} we therefore propose use of long illumination times $T$ such that $T \gg 1 / k \gg 1 / k_b$.

In that case, the intensity distribution assumes a very simple form, which is independent of the value of $k$. In Appendix A, we show that for large $T$ the distribution of the number $n$ of
photons detected during time $T$ is

$$p(n; N) = \frac{1}{N} \left( 1 + \frac{1}{N} \right)^{-(n+1)},$$

where $N$ is the mean number of photons detected. $N = \eta d \eta r / k_{bl}$, where $\eta d$ and $\eta r$ are the quantum yield of the detector and the detection efficiency of the imaging optics, respectively, and $I$ is the photon emission rate. This intensity distribution is not influenced by blinking and depends on $k_{bl}$ in a defined way.

The distribution of the intensity of a dimer (i.e., two fluorophores in a diffraction-limited spot) $p_2(n; N)$ is obtained from the convolution of [Eq. (1)] with itself,

$$p_2(n; N) = \sum_{n'=0}^{\infty} p(n-n') p(n') = \frac{n+1}{(1+N)^2} \left( 1 + \frac{1}{N} \right)^{-n}.$$  \hspace{0.5cm} (2)

Continued convolution with $p(n; N)$ [Eq. (1)] gives the distribution for higher multimers, (e.g., a trimer),

$$p_3(n; N) = \sum_{n'=0}^{\infty} p(n-n') p_2(n')$$

$$= \frac{(n+1)(n/2+1)}{(1+N)^3} \left( 1 + \frac{1}{N} \right)^{-n}.$$  \hspace{0.5cm} (3)

In Fig. 1(c) the intensity distributions for a monomer, dimer, and trimer with the same mean number of detected photons $N$ (per fluorophore) are compared.

In principle, one could use the distributions derived thus far to fit a measured intensity distribution and determine the fraction of monomers, dimers, etc. However, experimental factors modulate the measured intensity distributions as detailed in Sec. 2.3.

### 2.3 Detection Probability

In Sec. 2.2, we showed that the intensity distribution of a single fluorophore follows an exponential decay for long illumination times $T$ [Eq. (1)], which means that a significant fraction of the molecules has a very small intensity. However, such dim molecules cannot be detected due to the presence of noise. The experimental noise, which originates from photon-counting statistics, noise of detection, and background autofluorescence of the cell, is unavoidable. To increase the signal-to-noise ratio (SNR), the acquired image is filtered with a 2-D Gaussian of width $w$, which should equal the width of the present signals, as prescribed by optimal filtering theory (see Appendix B). The width $w$ is related to the full width half maximum (FWHM) of the signals by the relation $w = \text{FWHM}/\sqrt{\ln 2}$. Yet, even after filtering, a threshold must be defined to distinguish noise from a real single-molecule signal: only those pixels that exceed the noise by a threshold factor $t$ (i.e., SNR $> t$) are considered to be part of potential single-molecule signals. If the threshold factor $t$ is chosen too large, few single molecules will be detected; if it is too small, however, noise will be falsely identified as single-molecule signals.

To quantify the influence of thresholding on intensity distributions, we derived (in Appendix B) the probability to detect a single-molecule signal of width $w$ and integrated intensity $S$ at

---

**Fig. 1** Photophysical model for blinking behavior of YFP. (a) Schematic representation of the model. The fluorophore switches between on and off with a rate $k$ and bleaches with a rate $k_{bl}$ from the on state. Only in the on state does the protein emit photons with a mean rate $I$. Once bleached, it cannot return to a fluorescent state. (a) Influence of blinking for negligible bleaching. Relative frequency of numbers of photons emitted by a single fluorophore during illumination time $T$. The bleaching rate $k_{bl}$ is, in all cases; $k_{bl} = (0.00007)^{-1}$, the rate of photon emission in the on state is $I = 100/T$. The blinking rate $k$ is $k \rightarrow \infty$ (solid black line, limit given by Poisson distribution), $k = 0.0027^{-1}$ (dashed black line), $k = 0.011^{-1}$ (dotted black line), $k = 0.17^{-1}$ (solid gray line), $k = 0.3333^{-1}$ (dashed gray line). (b) Influence of bleaching for fixed blinking rate. Relative frequency of numbers of photons emitted by a single fluorophore during illumination time $T$. The blinking rate $k$ is, in all cases, $k = 0.011^{-1}$; the rate of photon emission in the on state is $I = 100/T$. The bleaching rate $k_{bl}$ is $k_{bl} = (0.00007)^{-1}$ (solid black line), $k_{bl} = (2T)^{-1}$ (dashed black line), $k_{bl} = T^{-1}$ (dotted black line), $k_{bl} = (0.5T)^{-1}$ (solid gray line), $k_{bl} = (0.25T)^{-1}$ (dashed gray line), $k_{bl} = (0.17)^{-1}$ (dotted gray line). (c) Intensity distribution $p(n; N)$ for the monomer (solid line) given by [Eq. (1)] and for the dimer (dashed line) and trimer (dotted line) obtained from convolution of $p(n; N)$ with itself. The mean number of detected photons is $N = 100$ in all cases.
a noise level $\sigma$ and threshold $t$

$$p_{\text{det}}^{\max}(S; \sigma, w, t) = \frac{1}{2} \left[ 1 + \text{erf}\left( \frac{S}{\sqrt{8\pi\sigma w}} - \frac{t}{\sqrt{2}} \right) \right],$$  \hspace{1cm} (4)$$

where $t$ is the threshold imposed on the SNR after filtering the image with a 2-D Gaussian filter of width $w$.

Figures 2(a) and 2(b) show very good agreement between this theoretical result and simulated data. The slight systematic underestimation of the simulated detection probability is probably due to the fact that only the maximum (i.e., brightest pixel) of a single-molecule signal is considered in the model (see Appendix B). This pixel has the highest chance to be detected (i.e., to exceed the threshold) in the presence of noise. Adjacent pixels that belong to the same single-molecule signal, and by definition are less bright, also slightly contribute to the detection probability of the whole signal. Their contribution has been neglected in the derived model.

In experiments, the noise level $\sigma$ is not constant but varies between images and, more strongly, between different cells. Therefore, the detection probability must be determined as the average over all acquired images using the noise levels in those images

$$p_{\text{det}}^{\max}(S; w, t) = \frac{1}{N_{\text{images}}} \sum_{i} N_{\text{images}} p_{\text{det}}^{\max}(S; \sigma_i, w, t),$$  \hspace{1cm} (5)$$

where $\sigma_i$ is the noise level in image $i$ and $N_{\text{images}}$ is the number of acquired images.

With the help of [Eq. (5)], we can now theoretically determine the shape of measured intensity distributions, which are products of the distribution of the emitted intensities [Eq. (1)] and the detection probability [Eq. (5)]. An example for the intensity distribution of a single fluorophore is given in Fig. 2(c). Because the detection probability goes to 0 for small intensities, measured intensity distributions always have a peak at finite intensities, despite the fact that the underlying distribution of emitted intensities is maximal for small intensities. In Sec. 3, we will show that experimentally determined intensity distributions indeed have the predicted shape shown in Fig. 2(c).

To find the optimal value for the threshold $t$, we must balance the number of rejected single-molecule signals, which increases with $t$, with the number of false positives (i.e., noise accepted as signal), which decreases with $t$. To predict the number of false positives, we calculated the probability $p_{\text{false}}(t)$ to falsely detect a single molecule in a pixel with only noise at threshold $t$ (see also Appendix B).

$$p_{\text{false}}(t) = \frac{1}{2} \left[ 1 + \text{erf}\left( \frac{-t}{\sqrt{2}} \right) \right].$$  \hspace{1cm} (6)$$

In an image with $M$ pixels, roughly $M p_{\text{false}}(t)$ noise peaks are falsely detected as single, molecule signals, if the pixels can be considered independent. We define $\varepsilon$ as the maximal allowed ratio of false positives [$M p_{\text{false}}(t)$] to all detected signals $N_{\text{signals}}$: $M p_{\text{false}}(t) < \varepsilon N_{\text{signals}}$. This definition leads to an upper limit for $t$,

$$t > \sqrt{2} \frac{\varepsilon}{2} \frac{N_{\text{signals}}}{M}.$$  \hspace{1cm} (7)$$

For example with $\varepsilon = 0.01$, $M = 50^2$, and typically $N_{\text{signals}} = 10$, we get $t \gtrsim 4$. Because the total number of detected signals depends on $N_{\text{signals}}$ and will decrease with $t$, $t$ should not be chosen too large to avoid loss of data.
3 Experimental

3.1 Deoxyribonucleic Acids Acid Constructs

The protocol for the preparation of the deoxyribonucleic acid (DNA) constructs was previously described in detail in Ref. 15. The DNA sequence encoding the 10 C-terminal amino acids of human HRAS (GCCSMCKCVRLS), which includes the CAAX motif, was inserted in the frame at the C-terminus of the EYFP (S65G/S72A/T203Y) coding sequence. The integrity of the reading frame of the resulting EYFP-C10HRAS construct was verified by sequence analysis. For expression in mammalian cells, the complete coding sequence was cloned into the pcDNA3.1 vector (Invitrogen, Groningen, The Netherlands).

3.2 Cell Culture

For all experiments, a Chinese hamster ovary (CHO) cell line (clone D3) was used. Cells were cultured in DMEM:F12 1:1 medium supplemented with streptomycin (100 μg/ml), penicillin (100 U/ml) and 10% newborn calf serum in a 7% CO2 humidified atmosphere at 37 °C. Cells were used for 25–30 passages and were transferred every four days. For microscopy, cells were cultured on cover glass slides (Assistent, Karl Hecht KG, Sondheim, Germany) and transfected with 250 ng DNA and 3 μl FUGENE HD (Roche Molecular Biochemicals, Indianapolis, Indiana) per glass slide (1 h incubation time). For a convenient expression level cells were used three to four days after transfection.

3.3 Single-Molecule Microscopy

The experimental setup for single-molecule imaging has been described in detail previously.15 Briefly, the microscope (Axiovert 100, Zeiss, Oberkochen, Germany) was equipped with a 100x oil-immersion objective (NA = 1.4, Zeiss, Oberkochen, Germany). The samples were illuminated for T = 50 ms by an Ar+ laser (Spectra Physics, Mountain View, California, USA) at a wavelength of 514 nm. The illumination intensity was set to 3 ± 0.3 kW/cm2. A circular diaphragm was introduced in the back focal plane of the tube lens to confine the illumination area. This results in a flat laser illumination profile. An appropriate filter combination (DCLP530, ET550/50 m, Chroma Technol., Brattleboro, Vermont) permitted the detection of individual fluorophores by a liquid-nitrogen-cooled slow-scan CCD camera system (Princeton Instruments, Trenton, New Jersey). The total detection efficiency of the imaging optics was η0 = 0.12. The time between consecutive images (time lag, Δt) was set to 254 ms. Typically, 4000–8000 images were obtained per cell. Hence, cells were discontinuously illuminated for a total duration of ~5 min during the 30-min data-acquisition time. In accordance with earlier studies,3,15 no signs of photodamage were observed after this illumination protocol.

For the observation of the intensity of individual EYFP-C10HRas, CHO cells adhered to glass slides were mounted onto the microscope and kept in phosphate-buffered saline (PBS): 150 mM NaCl, 10 mM Na2HPO4/NaH2PO4, pH 7.4) at 37 °C. The focus of the microscope was set to the bottom membrane of individual cells (depth of focus ≈1 μm). The density of fluorescent proteins on the plasma membrane of selected transfected cells was <1 μm−2 to permit imaging of individual fluorophores.

According to Ref. 20 the bleaching time τbl for the used laser intensity Ibl = 3 kW/cm2 is 10.4 ms. The probability that a single EYFP bleaches within the illumination/integration time T = 50 ms is therefore ρbl > 99%.20 In other words, a single EYFP is bleached within the illumination time. The bleaching rate kbl = 1/τbl is well separated from 1/T (kbl ≈ 0.2T−1), and therefore, the simplified model described later [see Eq. (1)] is applicable.

The expected photon emission rate expected from results in Ref. 20 is F = 775 photons/ms. Therefore, N = η0τblF ≈ 970 photons are expected to be detected during the average lifetime τbl of the fluorophore, where the detection efficiency is η0 = 0.12.

3.4 Image Analysis

At first, the autofluorescent background is subtracted from the raw images. The background-subtracted images are subsequently filtered with a 2-D Gaussian whose width corresponds to the width of the PSF of the microscope. This procedure optimizes the signal-to-noise ratio. The positions of the pixels whose value after filtering exceeds a certain multiple of the noise are used as initial values for the fitting of a 2-D Gaussian in the unfiltered image. From this fit, position, width, and integrated intensity of the single-molecule signal are determined (see Fig. 3). Note that we define the standard deviation of the 2-D Gaussian as signal width w and not the FWHM. The width w is related to the FWHM of the signal48 by the relation w = FWHM/√8ln2. More details can be found Appendix B.

4 Results and Discussion

4.1 Experimental Validation

To verify our theoretical derivations, we performed single-molecule fluorescence experiments on membrane-anchored EYFP (EYFP-C10HRas) in CHO cells. EYFP was tagged to the membrane-anchor of HRAS, which resulted in a membrane localization of EYFP-C10HRas, as confirmed by confocal microscopy [Figs. 3(b) and 3(c)] and thereby greatly facilitated the measurements. We measured the intensities of ~23×103 diffraction-limited signals integrated over an illumination time of T = 50 ms. Estimations from earlier experiments (see Sec. 3) revealed that an illumination time of 50 ms is several times larger than the bleaching time expected at the illumination intensities used. In other words, single EYFP was bleached while being recorded. Attempts to track the movement of individual EYFP-C10HRas failed, which further confirms that each EYFP was bleached within the illumination time.

A clear goal of this study was to perform all measurements in the context of living cells. Hence, intensity distribution of true monomeric EYFP molecules were not obtained from in vitro measurements on purified proteins.20 Rather, we sought to obviate possible changes of the photophysical properties of EYFP, which could be introduced by an in vitro protocol involving protein extraction and immobilization of EYFP or EYFP-C10HRas. Consequently, intensity distributions of monomeric EYFP were obtained from in vivo measurements on cells expressing EYFP-C10HRas. To do this, we had to ensure that only a single EYFP-C10HRas was present in each
diffraction-limited spot. To meet this requirement, the density of EYFP-C10HRAS was kept very low (\(\approx 0.2 \mu m^{-2}\)), which was achieved by first selecting cells with very low expression levels [Figs. 3(d) and 3(e)] followed by a deep photobleaching of the whole cell body.

Of note, this protocol can be readily applied to a wide variety of similar scenarios. Every protein, which may participate in a process involving dimer or cluster formation can be assessed (i) in its resting stage, (ii) at low expression levels, and (iii) after intense photobleaching to obtain an intensity distribution of the attached fluorophore for the true or close to monomeric status of the protein.

Figure 4(a) shows the obtained intensity distribution. We used a threshold factor of \(t = 3\) and plotted only signal intensities \(> 1000\) photons, where the influence of the detection probability on the distribution is negligible. Also, the number of false positives due to noise is minimized in this way. As expected from theory [Eq. (1)] the distribution approximately follows an exponential decay. The measured mean number of photons of \(N = 837 \pm 3\) is in agreement with the value expected from earlier results on EYFP (\(N = 970\); Sec. 3).

To demonstrate the influence of thresholding on intensity distributions, we present in Fig. 4(b) several intensity distributions based on the same raw data, which differ by the threshold factor \(t\). In principle, these distributions should be the product of the distribution of emitted photons [Eq. (1)], with the mean number of photons \(N\) determined above [see Fig. 4(a)], and the detection probability at a certain threshold factor \(t\) and noise level \(\sigma\). This product is given in [Eq. (31)]. The noise levels were estimated as described in Appendix B. The resulting detection probability \(P_{\text{det}}(S; w, t)\) is then multiplied with the distribution of emitted intensities [Eq. (1)] to get the full theoretical description of the measured intensity distributions [solid lines in Fig. 4(b)]. The measured distributions precisely follow the theoretical expressions determined in this way. The limitations of our approach are discussed in Appendix D.
4.2 Clustering Due to Membrane Heterogeneity

The measurements presented in the Sec. 4.1 were performed at low expression levels to ensure the presence of only a single EYFP-C10HRAS per diffraction-limited spot. In subsequent measurements at increased densities of EYFP-C10HRAS, we observed a shift of the intensity distributions toward higher intensities (see Fig. 5). This shift is due to the presence of several molecules in one diffraction-limited spot. Without creating the view of molecular interaction, we will refer to two or more labeled proteins per spot as a dimer or cluster, respectively.

To quantify the amounts of monomers, dimers, and higher multimers, we compare the intensity distributions at various densities of single-molecule signals to the intensity distribution of the monomer. For simplicity, we assume here that only monomers and dimers are present and describe the measured distributions as a weighted sum of the intensity distribution of a monomer \( p(n; N) \) and a dimer \( p_2(n; N) \)

\[
p_{\text{total}}(n) = \alpha \ p(n; N) + (1 - \alpha) \ p_2(n; N).
\]

\( p(n; N) \) and \( p_2(n; N) \) were presented above in Sec. 2.2 (see Appendix A, for the derivation). \( N \), the average number of detected photons, is determined from the monomer distribution as described in Sec. 4.1, which leaves the fraction of monomers \( \alpha \) as the sole fit parameter. Figure 5 shows an example for a fit of this model to experimental data. We find that \( \alpha \) decreases quickly with increasing signal density (see inset of Fig. 5). The error for the determination of \( \alpha \) is discussed in Appendix D.

Strikingly, there are many more dimers than one would expect for a uniform distribution of molecules at such low densities (~1 \( \mu \text{m}^{-2} \); see model derived in Appendix C). This finding is in agreement with earlier results on the used construct, where a certain fraction of these molecules was shown to exhibit confined diffusion in ~200 nm domains. Thus, for the distribution of the membrane anchor HRAS, colocalization of molecules even at low densities, is expected.

5 Conclusion

We have shown that our method is able to employ fluorescence intensity as a faithful readout of membrane heterogeneity-related clustering. The accurate and quantitative description of the intensity distribution of EYFP-fusion proteins in vivo allows us to characterize the spatial distribution of membrane proteins, which may be based on membrane heterogeneities or domain formations on the length scale of or below the diffraction limit. Although, inherently, the method is not able to report the exact size of such domains, it makes up for this lack of spatial resolution by providing temporal resolution. With our method, the status of domain presence, can in principle, be monitored repeatedly (i.e., many times in the course of a biological reaction, such as a signaling event).

The technique is similar to PCHs, in the sense that we measure photon emission from single molecules. However, although PCH measurements use illumination times that are chosen as short as possible to be able to resolve intensity fluctuations, our method employs the opposite limit: we choose the illumination time such that the measured photon count does not depend on the time of measurement. Although PCH is perfectly able to retrieve stochiometries, our method has the advantage that we do not have to measure the photon emission from a molecule several times to build a histogram but extract all necessary information in one shot. Hence, our method is better suited to follow changes in stoichiometry, e.g., the formation of true protein complexes (i.e., molecular dimers, trimers, or higher multimers), as this would also lead to intensity distributions, from which our method could extract the stoichiometry and its changes. However, as our results show, membrane heterogeneity must be taken into account when true complex formation is to be measured.

Appendix A: Intensity Distribution

A1 Mandel Theory

According to the semiclassical theory by Mandel,14 which is used also in PCHs,21 the probability to find \( n \) photons at time \( t \) with an integration/illumination time \( T \) and detector quantum yield \( \eta_0 \) is

\[
p(n, t, T) = \int_{0}^{\infty} \eta_0 W(t) \left( \frac{\eta_0 W(t)}{n!} \right) e^{-\eta_0 W(t)} p_{\text{inc}}[W(t), T] dW(t),
\]

\[
W(t) = \eta_0 \int_{t}^{T+t} \int_{A} I(r, t) dAdt.
\]

\( W(t) \) is the number of incident photons falling on the detector given a photon emission rate \( I(r, t) \), a detection efficiency of the imaging optics \( \eta_0 \) and a detector area \( A \). \( p_{\text{inc}}[W(t), T] \) is the probability distribution of the number of incident photons \( W(t) \) at time \( t \) given an illumination time \( T \).

Here integration is performed over the whole detector (which would be the whole CCD chip) but over the area on the
chip that is covered by a single-molecule signal so that
\[
W(t) = \eta_0 \int_t^{t+T} I_{\text{inc}}(t)dt,
\]
where \(I_{\text{inc}}(t)\) is the photon emission rate coming from a single molecule. \(T\) is assumed to be so long that \(W(t)\) is independent of the time of measurement \(t\): \(W(t) \equiv W\). Note that this is the opposite of the limit used in PCH,\(^2\) where very short integration/illumination times \(T\) are used so that the intensity fluctuations govern the counting statistics. For long, enough illumination times \(T\) the probability distribution \(p_{\text{inc}}(W, T)\) can be obtained from the probability \(p_{\text{fluor}}(t_{\text{on}}, T)\) that a molecule is “on”, (i.e., emitting photons, for a period \(t_{\text{on}}\) during the integration time \(T\)). If \(I\) is the average number of photons emitted during periods when the molecule is on, \(p_{\text{inc}}(W, T)\) is
\[
p_{\text{inc}}(W, T) = \frac{1}{\eta_0 I} p_{\text{fluor}}(t_{\text{on}} = \frac{W}{\eta_0 I}, T).
\]

The distribution of the on times, \(p_{\text{fluor}}(t_{\text{on}}, T)\), depends on the photophysics of the molecule. In the following two paragraphs a model for \(p_{\text{fluor}}(t_{\text{on}}, T)\) that includes blinking and bleaching is derived.

### A2 Two-State Model

The two-state model with a fluorescent on and a non-fluorescent off state was discussed in Ref.\(^2\). In this model, the molecule can switch reversibly between the on and the off states, but it never bleaches. The corresponding probability distribution for the times \(t_{\text{on}}\) in the on state \(p_{\text{fluor}}(t_{\text{on}}, T)\) is the sum of contributions from four different kinds of fluorescence traces: (i) A molecule that starts in the on state can stay on during the whole illumination time \(T\) \((t_{\text{on}} = T)\). The probability for such a trace is \(p_{\text{on}}(0)\exp(-k_{\text{on}} T)\) where \(p_{\text{on}}(0)\) is the probability that the molecule is initially on and \(k_{\text{on}}\) is the rate for switching from on to off. (ii) A molecule that starts in the off state can stay off during the whole illumination time \(T\) \((t_{\text{on}} = 0)\). The probability for such a trace is \(p_{\text{off}}(0)\exp(-k_{\text{off}} T)\), where \(p_{\text{off}}(0)\) is the probability that the molecule is initially off and \(k_{\text{off}}\) is the rate for switching from off to on. A molecule can either be on or off initially, \(p_{\text{on}}(0) + p_{\text{off}}(0) = 1\) must hold. (iii) A molecule that starts in the on state can switch between on and off. The probability density for those fluorescence traces is
\[
p_{\text{odd}}(t_{\text{on}}, T) = k_{\text{off}} \exp(-k_{\text{off}} t_{\text{on}} - k_{\text{on}} t_{\text{off}}) \\
\times I_0(2\sqrt{k_{\text{off}} k_{\text{on}} t_{\text{off}}}),
\]
for an odd number of switches and
\[
p_{\text{even}}(t_{\text{on}}, T) = \sqrt{k_{\text{off}} k_{\text{on}}} t_{\text{off}} \exp(-k_{\text{off}} t_{\text{on}} - k_{\text{on}} t_{\text{off}}) \\
\times I_1(2\sqrt{k_{\text{off}} k_{\text{on}} t_{\text{off}}}),
\]
for an even number of switches. \(I_0\) and \(I_1\) are modified Bessel functions of the first kind of order 0 and 1, respectively (see Ref.\(^2\)). The total probability for traces that start in the on state and switch on and off is \(p_{\text{inc}}(0)[p_{\text{odd}}(t_{\text{on}}, T) + p_{\text{even}}(t_{\text{on}}, T)]\). (iv) The probability density for a molecule that starts in the off state and switches between

\[\text{off and on are analogous: } k_{\text{on}} \text{ is interchanged with } k_{\text{off}} \text{ and } t_{\text{on}} \text{ is interchanged with } t_{\text{off}}.\]

The total probability density for the on times \(t_{\text{on}}\) is the sum of all four contributions
\[
p_{\text{fluor}}(t_{\text{on}}, T) = p_{\text{on}}(0) \exp(-k_{\text{off}} T) \delta(T - t_{\text{on}}) + p_{\text{off}}(0) \\
\times \exp(-k_{\text{on}} T) \delta(t_{\text{on}}) + \Theta(t_{\text{on}}) \Theta(T - t_{\text{on}}) \\
\times \exp(-k_{\text{off}} t_{\text{on}} - k_{\text{on}} t_{\text{off}})[p_{\text{on}}(0)k_{\text{off}} \\
+ p_{\text{off}}(0)k_{\text{on}}]I_0(2\sqrt{k_{\text{off}} k_{\text{on}} t_{\text{off}}}) \\
+ (p_{\text{on}}(0)\sqrt{t_{\text{off}}/k_{\text{off}}} + p_{\text{off}}(0)\sqrt{t_{\text{off}}/k_{\text{on}}})\sqrt{k_{\text{off}} k_{\text{on}}} I_1 \\
\times (2\sqrt{k_{\text{off}} k_{\text{on}} t_{\text{off}}}).\]

### A3 Three-State Model

We generalize the above model presented in Sec. A.2 to a three-state model in which the fluorophore can bleach from the on state to a bleached state with rate \(k_{\text{bl}}\) [see inset to Fig. 1(a)]. In this model, the probability distribution \(p_{\text{fluor}}(t_{\text{on}}, T)\) is again given by the sum of four contributions. (i) A molecule starts in the on state and stays on during the whole illumination time \(T\) \((t_{\text{on}} = T)\). The probability for such traces is now \(p_{\text{on}}(0)\exp[-(k_{\text{off}} + k_{\text{bl}}) T]\). (ii) The probability that the molecule starts in the off state and stays off during \(T\) \((t_{\text{on}} = 0)\) is as above: \(p_{\text{off}}(0)\exp(-k_{\text{off}} T)\). (iii) The contribution of traces that are switching and end in the on or off state without bleaching during the illumination time \(T\) is the same as contribution (iii) of the two-state model except for an additional factor \(\exp(-k_{\text{bl}} t_{\text{on}})\). (iv) A molecule can start in the on or off state, and after several switching events, the fluorescence trace is ended by a final bleaching event from the on state. The probability that a molecule is initially on and stays on until it bleaches at time \(t_{\text{on}}\) is \(p_{\text{on}}(0)k_{\text{bl}} \exp[-(k_{\text{bl}} + k_{\text{on}}) t_{\text{on}}]\). If the molecule switches, then it must switch an even number of times if it is initially on, and an odd number of times if it is initially off to end the fluorescence trace in the on state before bleaching. The corresponding probabilities are \(p_{\text{on}}(0)\exp(-k_{\text{bl}} t_{\text{on}})\) for \(t_{\text{on}} < T\). Finally, the probability for a bleaching event after an on time of \(t_{\text{on}}\) is \(k_{\text{bl}} \exp(-k_{\text{bl}} t_{\text{on}})\). In summary, the contribution of switching traces that are ended by a final bleaching event is
\[
p_{\text{on}}(0)k_{\text{bl}} \exp[-(k_{\text{bl}} + k_{\text{on}}) t_{\text{on}}] + k_{\text{bl}} \exp(-k_{\text{bl}} t_{\text{on}}) \\
\times \int_{t_{\text{on}}}^{T} dt' [p_{\text{on}}(0)p_{\text{even}}(t_{\text{on}}, t') + p_{\text{off}}(0)p_{\text{odd}}(t_{\text{on}}, t')].\]

Adding the contributions from the four different kinds of fluorescence traces results in
We simplify this model by assuming that on and off rates are equal \((k_{on} = k_{off} = k)\) and that the molecule is initially always in the on state \([p_{on}(0) = 1, \ p_{off}(0) = 0]\).

If we use the probability distribution \(p_{\text{fluor}}(t_{on}, T)\) for the three-state model \([\text{Eq. (16)}]\) to calculate the distribution of incident photons \(p_{\text{inc}}(W, T)\) \([\text{Eq. (11)}]\) and insert \(p_{\text{inc}}(W, T)\) in Mandel’s theory \([\text{Eq. (9)}]\), then we obtain the probability distribution \(p(n, T)\) for the number of photons detected during illumination time \(T\). This distribution was used to illustrate the influence of blinking and bleaching in the Sec. 2.1.

### A4 Robust Intensity Distributions

If the illumination time \(T\) is so big that bleaching is fast on the time scale set by \(T (k_{bl} > 1/T)\), then the molecule bleaches within the illumination time \(T\). If, additionally, blinking is faster than bleaching \(k > k_{bl}\), then the molecule switches frequently between the on and off states during \(1/k_{bl}\) and \(k_{bl}\) is the only relevant rate. Under these conditions, we can significantly simplify \([\text{Eq. (16)}]\) to

\[
p_{\text{fluor}}(t_{on}) = k_{bl} \exp(-k_{bl} t_{on})
\]

\[
\Rightarrow p_{\text{inc}}(W) = \frac{k_{bl}}{\eta_{I}} \exp \left( -\frac{k_{bl} W}{\eta_{I}} \right).
\]

If we insert this distribution into Mandel’s formula \([\text{Eq. (9)}]\) then we get

\[
p(n, T) = p(n) = \int_{0}^{\infty} (\frac{\eta_{I} W}{n})^{n} e^{-\frac{W}{\eta_{I}}} \eta_{I} \exp \left( -\frac{k_{bl} W}{\eta_{I}} \right) dW
\]

\[
= \frac{k_{bl}}{\eta_{I}} \frac{\eta_{I}^{n}}{n!} \int_{0}^{\infty} W^{n} e^{-\frac{W}{\eta_{I}}} dW
\]

\[
= \frac{k_{bl} n^{n}}{\eta_{I}} \frac{\eta_{I}^{n+1}}{n!} = \frac{1}{1 + \eta_{I} k_{bl}} \left( 1 + \frac{1}{\eta_{I} k_{bl}} \right)^{-n}.
\]

By introducing \(N = \eta_{I} k_{bl}^{-1}\) we can write this distribution for the number of detected photons \(n\) as

\[
p(n; N) = \frac{1}{N} \left( 1 + \frac{1}{N} \right)^{-(n+1)},
\]

where \(N\) is the average number of photons detected \(N = \sum_{n=0}^{\infty} n p(n)\).

In order to estimate the range of parameters in which the simplified model is valid, we compare it to the full model \([\text{Eq. (16)}]\). Figure 7 shows that the model works best, if \(k_{bl}\) is well separated from the blinking rates \(k\) and \(1/T\). As mentioned in Sec. 3 and in Appendix D, this is indeed the case for the used experimental parameters.

The distribution of the intensity of a dimer (i.e., two fluorophores in a diffraction-limited spot) \(p_{2}(n; N)\) is obtained from the convolution of \([\text{Eq. (19)}]\) with itself:

\[
p_{2}(n; N) = \sum_{n' = 0}^{\infty} p(n - n') p(n')
\]
dimer, and trimer, with the same average number of detected density (PSD) of the image. Because the noise is white, the background subtraction, the noise in the raw image is distributed normally with mean 0 and standard distribution

\[ \sigma \]

where \( w \) is the width of the signal. Empirically, we find that, after background subtraction, the noise in the raw image is distributed normally with mean 0 and standard distribution \( \sigma \) (= noise level). The noise level can be estimated from the power spectral density (PSD) of the image. Because the noise is white, the average PSD for frequencies larger than \( 2/w \) equals \( \sigma^2 \).

To optimize the SNR, the image is filtered with an appropriate filter. According to optimal filtering theory, the filter should be identical to the signal. Therefore, we filter with a 2-D Gaussian of width \( r \). The resulting SNR is

\[ \text{SNR} = \frac{S_r}{\sigma \sqrt{\pi w}}. \]

(23)

where \( S = S/[2\pi(r^2 + w^2)] \) is the maximum of the signal (= signal height) after filtering and \( \sigma = (\sigma/2\sqrt{\pi r}) \) is the noise level after filtering. The noise distribution is still normal (with mean 0 and standard deviation \( \sigma \)). For the optimal choice \( r = w \),

\[ \text{SNR}_{\text{max}} = \frac{S}{\sigma \sqrt{\pi w}}. \]

(24)

Note that \( \sigma \) is in units of counts/pixel so that the SNR is dimensionless. In order to distinguish between noise and signal, a threshold \( t \) is introduced. Only those pixels in the filtered image whose brightness \( I(x, y) \) exceeds the (filtered) noise level by a factor \( t \) are treated as potential molecule positions,

\[ I(x, y) > t \frac{\sigma}{2\sqrt{\pi r}} \equiv t \sigma. \]

(25)

Figure 8 illustrates the thresholding procedure.

Subimages of the unfiltered image around the that which were identified as potential molecule positions are then fit with the sum of a 2-D Gaussian and a constant offset \( g(x, y) + \). We define the detection probability \( p_{\text{det}}(\sigma, S) \) as the probability that, for a given noise level \( \sigma \), a pixel with brightness \( S \) exceeds the threshold described; thus,

\[ p_{\text{det}}(\sigma, S) = \int_{-\infty}^{\infty} da \frac{1}{2\sigma} \exp \left\{ -\frac{(a-(S+\square))^2}{2\sigma^2} \right\}. \]

(26)

Integration gives

\[ p_{\text{det}}(\sigma, S) = \frac{1}{2} \left[ \text{erf} \left( \frac{1}{\sqrt{2}} \left( \frac{S+\square}{\sigma} - \frac{t}{\sigma} \right) \right) \right] \]

\[ = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{1}{\sqrt{2}} \left( \frac{S+\square}{\sigma} \right) \right) \times \frac{r}{\sqrt{\pi(r^2 + w^2) - t}} \right]. \]

(27)

Fig. 8 Thresholding procedure: (a) Raw image of single EYFP-C10Hras in the membrane of a living CHO cell. The noise is approximately \( \sigma = 26 \). The linear gray scale ranges from 0 counts (black) to 1002 counts (white). (b) Image after background subtraction and filtering (i.e., correlation) with 2-D Gaussian of width 0.7 pixels, pixels = 220 nm. The linear gray scale ranges from 0 counts (black) to 1473 counts (white). (c) Binary image after thresholding. White pixels correspond to pixels whose value exceeds the threshold at threshold factor \( t = 10 \).
SNR is maximal). If we assume off-line: number of false positives expected from \[\text{Eq. (30)}\].

In an image with false positives. As shown in Fig. 9, this is a good estimate for the choice \(r = w\). For a given \(\sigma, S\), and \(w\), the detection probability is maximal for the choice \(r = w\) (i.e., when the SNR is maximal). If we assume \(\text{off} \ll S\), then

\[
P_{\text{act}}^\text{max}(\sigma, S) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{S}{\sqrt{2\pi} \sigma w} - \frac{t}{\sqrt{2}} \right) \right].
\]

(29)

Obviously, the integrated signal intensity \(S\) should be as large as possible and noise level \(\sigma\) and signal width \(w\) should be as small as possible to maximize the detection probability. The threshold parameter \(t\) should be as small as possible to detect as many molecules as possible. However, with decreasing \(t\) the probability \(p_{\text{false}}(\sigma)\) that a noise peak is falsely detected as a signal is growing. In complete analogy to the above derivation, the probability \(p_{\text{false}}(t)\) is

\[
p_{\text{false}}(t) = \frac{1}{2} \left[ 1 + \text{erf} \left( -\frac{t}{\sqrt{2}} \right) \right].
\]

(30)

In an image with \(M\) pixels roughly \(M \cdot p_{\text{false}}(t)\) noise peaks are falsely detected as signals. As shown in Fig. 9, this is a good estimation for a filter width of \(r = 0.7\) pixels. For wider 2-D Gaussian filters, the theoretical formula overestimates the number of false positives. In this case, the pixels are not independent any more; thus, there are fewer false-positive detections than expected. Also for small thresholds \(t\), theory and simulation differ. Here, the number of false detections becomes so high, that they overlap and can no longer be distinguished. In any case, the theoretical expression [Eq. (30)] is an upper bound for the number of false positives. It can therefore be used to safely estimate the threshold \(t\) required for a certain maximal number of false positives.

**B1 Complete Intensity Distribution**

By combination of the simplified model for the number of emitted photons [Eq. (19)] with the detection probability [Eq. (29)] a complete description of experimental intensity distributions is obtained:

\[
p(n, N) = \frac{C}{n!} \left[ 1 + \text{erf} \left( \frac{n + \text{off} - t}{2\sqrt{\pi} \sigma w} \right) \right] \frac{N}{1 + \frac{1}{N}}^{-(n+1)}.
\]

(31)

Because the signal width \(w\) is a property of the optics and the fluorophore and \(\sigma\), the noise level, can be estimated from the data, \(N\), the mean number of photons detected during the integration time, is the only free parameter. \(C\) is determined by normalization \(\sum_n p(n, N) = 1\). \(C\) also gives the ratio between the number of actually detected single-molecule signals and the total number of single-molecule signals present: \(C = n(\text{detected signals})/n(\text{all signals})\). Figure 3(c) shows an example of the distribution for typical experimental values. Note that single-molecule intensity distributions have an intrinsic asymmetry due to the influence of the detection probability. As suggested in Ref. 24, there might be other experimental factors that can lead to asymmetric intensity distributions.

**Appendix C: Overlapping Single-Molecule Signals**

When two single-molecule signals are closer together than the diffraction limit \(2w = 2 \times \text{signal width}\), they cannot be resolved anymore. Consequently, a single signal, but one with a higher intensity is still observed, because it is caused by the emission of two fluorophores. We call such a signal a dimer in the sense that not molecular, but a mere optical colocalization happened. Likewise, a trimer refers to three unresolvable molecules within a diffraction-limited spot. For a homogeneous distribution of molecules with surface density \(\rho\), on average \(\rho \pi w^2\) molecules are found in a circle of radius \(w\). Those molecules would be observed as a single signal. Assuming a Poisson process for the positions of the molecules, the probability to observe an \(n\)-mer \(p_{\text{cluster}}(n, w)\) at a signal width \(w\) is therefore

\[
p_{\text{cluster}}(n, w) = C \left( \rho \pi w^2 \right)^n \frac{e^{-\rho \pi w^2}}{n!},
\]

(32)

where \(C\) is determined by normalization, \(\sum_{n=1}^{\infty} p_{\text{cluster}}(n, w) = 1\), thus,

\[
p_{\text{cluster}}(n, w) = \frac{\left( \rho \pi w^2 \right)^n e^{-\rho \pi w^2}}{(1 - e^{-\rho \pi w^2}) n!}.
\]

(33)

\(\rho\) is given by \(N_{\text{mol}}/A_{\text{ROI}}\), where \(N_{\text{mol}}\) is the number of molecules in the region of interest (ROI) with area \(A_{\text{ROI}}\). Note that this model is only valid if the density is far below the percolation limit.

The relation between the number of molecules \(N_{\text{mol}}\) and the number \(N_{\text{signals}}\) of observed signals is given by

\[
N_{\text{signals}} = N_{\text{mol}} \left( \sum_{n=1}^{\infty} n p_{\text{cluster}}(n, w) \right)^{-1}.
\]

(34)

Figure 10 shows the ratio of observed signals to the number of molecules \(N_{\text{signals}}/N_{\text{mol}}\) for a typical experimental value of \(w = 0.7\) pixels, pixels = 220 nm. Here, \(n\)-mers up to \(n = 50\) are considered. For comparison, if only monomers and dimers are admitted (dashed line in Fig. 10), the amount of overlap is underestimated. For \(\rho < 0.25/\text{pixels}^2\), both curves coincide, which means that for low densities, signals consist exclusively

---

Fig. 9 Number of signals detected in an image with only noise, image size 50 x 50 pixels. Filled circles: noise level \(\sigma = 50\), filter width \(r = 1.7\) pixels; open circles: noise level \(\sigma = 20\), filter width \(r = 0.7\) pixels; open squares: noise level \(\sigma = 20\), filter width \(r = 1.1\) pixels; solid line: number of false positives expected from [Eq. (30)].
of monomers and dimers. In that regime, the ratio $N_{\text{signals}}/N_{\text{mol}}$ decreases linearly with density $\rho$.

The monomer fraction $\alpha$ used in Sec. 4.2 is defined as $p_{\text{cluster}}(1, w)/N_{\text{signals}}$.

### Appendix D: Limitations and Errors

The signal width $w$ puts an upper limit on the density of signals: two molecules that approach each other by less than $w$ cannot be resolved. The method presented here follows the molecules until bleaching and diffusion during that period leads to a broadening of the signal. For an immobile EYFP, we estimate a signal width of $w = 160$ nm. Including the broadening due to diffusion with a diffusion constant of $D = 0.8 \, \mu m^2/s$, the signal width becomes $w = 178$ nm. This small broadening does not hamper the applicability of the method in our experiments. In addition to long illumination times $T$, our method also requires that the bleaching time scale is much longer than the time scale of any blinking (see Appendix A). In our experiments, blinking is obviously fast enough because we observe the exponential decay predicted for well-separated time scales. Different fluorophores might have blinking rates that are comparable to the bleaching rate. Such molecules cannot be used with our method.

We estimated the error for the measurement of the monomer fraction in Sec. 4.2 with the help of simulations. In particular, we assume that the mean number of emitted photons $N$ is known and randomly generate $N_{\text{signals}}$ signals with intensities drawn from the distribution [Eq. (8)]. The randomly drawn intensities are binned in equally sized bins, and the resulting distribution is normalized. This distribution is fit with [Eq. (8)] with $\alpha$ as the sole fit parameter. The whole procedure is repeated 100 times for each set of parameters, and the error is determined as the standard deviation $\Delta \alpha/\alpha$ over the 100 values obtained for $\alpha$. Figure 11 compares the influence of the experimental parameters on the relative error $\Delta \alpha/\alpha$ determined by these simulations. Figure 11A shows that $\Delta \alpha/\alpha$ approximately scales like $\propto 1/\sqrt{N_{\text{signals}}}$, which means that the accuracy can always be increased by measuring more signals. As expected, $\Delta \alpha/\alpha$ increases with decreasing $\alpha$. In Fig. 11B, we show that $\Delta \alpha/\alpha$ scales approximately like $\propto 1/\alpha$. $\Delta \alpha/\alpha$ is furthermore independent of the mean number of emitted photons $N$ (data not shown).

The relative error we expect for the parameters of the experiment presented above ($N = 837$, $N_{\text{signals}} \approx 20000$) ranges from 0.08 for $\alpha = 0.1$ to 0.01 for $\alpha = 1$. The errors we observe in experiments are much larger, (see inset of Fig. 5). The reason for that is twofold: First our simulations do not account for biological variability, which is probably considerable. Second, we combined data sets with different signal densities across intervals of width 0.02 $\mu m^{-2}$ (see inset of Fig. 5). Because the monomer fraction is decreasing quickly with signal density, heterogeneity within an interval contributes significantly to the reported error.
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