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1 Introduction

Fluorescence molecular imaging has been extensively studied in recent years as a possible tomographic tool for the geometrical and molecular assessment of regions of diseased tissue, such as malignant tumors embedded into tissues.1,2 Possible applications include the monitoring and evaluation of therapeutic and/or diagnostic actions of pharmaceutical substances2,3 and breast cancer diagnosis.1 Other medical imaging applications that have been proposed include lung inflammation, as well as applications in immunology and cardiology.4,6

The above potential applications, together with the interesting properties of fluorescence molecular imaging, make it an attractive technique for integration into specific preclinical, clinical and pharmaceutical applications. Using fluorescence molecular imaging avoids the exposure to ionizing radiation and allows biocompatible fluorescence probes to be used. Further, data with a good signal-to-noise ratio can be obtained.5,6 Recent advances in both computational units and fluorescence probe technology have been important for the development of the field. Modern workstations possess multicore processors and at least 4 GB RAM, permitting the rapid processing of large data volumes. Other advances that have boosted the development of molecular imaging based on fluorescence techniques include the progress in fluorescent probes, where the recent development of the up-converting nanoparticles9–11 is highly promising, and the progress in optical imaging modalities, with extremely sensitive fluorescence acquisition modules and high-quality optics.

However, despite the scientific attention that fluorescence molecular imaging has received in recent years and the aforementioned technological advances, some fundamental challenges have not yet been overcome. One of these challenges is the accurate and robust description of light propagation through tissue, which constitutes the core of what is known as the “forward problem.” The most commonly applied solution to the forward problem currently available is the diffusion approximation.12,13 This model, being a first-order angular approximation of the radiative transfer equation,14,15 although very fast in convergence, it also suffers from some important limitations. The output from this model has poor accuracy close to the boundaries and to the light sources, even in the case of scattering dominated media.14 An alternative method that is often used, the Monte Carlo approximation, requires intense computational power to converge to a solution and thus most of the approaches published are basically two-dimensional solutions of the forward problem.16–18

The radiative transfer equation is the model considered by many researchers as the most accurate solution to the forward problem. The numerical solution methods are the gold standard to solve this model, and the methods most commonly used for...
spatial discretization are the finite difference, the discrete ordinates, the finite element, and the finite volume methods.\textsuperscript{19–22} The last two methods are generally considered to be more flexible than the others in dealing with multiple boundary conditions or complex geometries, and thus they are most commonly used to solve problems related to light propagation through scattering-dominated media, such as tissue.\textsuperscript{22} The angular discretization is numerically assessed using discrete ordinates, finite elements, and spherical harmonics.\textsuperscript{22–23}

This manuscript proposes a methodology for solving the forward problem in fluorescence molecular imaging that successfully confronts the limitations of the diffusion approximation, while requiring less computational power than the Monte Carlo method. It is based on a hybrid model initially proposed as a two-dimensional forward solver in diffuse optical tomography,\textsuperscript{23–25} known as coupled radiative transfer equation and diffusion approximation model. The methodology described in this manuscript is an extension of that model in three dimensions and for the fluorescence molecular imaging application. Since fluorescence molecular imaging requires the model to be applied twice, for the excitation and emission fields, the term “dual coupled” is introduced to describe the proposed model. Furthermore, the method presented in this manuscript uses a simplified phase function,\textsuperscript{26} instead of the Heneyy-Greenstein phase function that is used in most radiative transfer equation solutions presented in literature.\textsuperscript{13,21,23–25}

The first three-dimensional solution of the coupled model was presented in a fluorescence molecular imaging application,\textsuperscript{27} where the forward solver was confronted with the finite element method, based on an unstructured spatial mesh. This nonadaptive discretization scheme introduced significant computational load, especially in the case of radiative transfer equation. Its solution with a single computational unit required coarse spatial and angular discretization schemes that produced oscillating results. In order to solve the forward problem on a single computational unit, either an adaptive discretization scheme should be adopted or a structured mesh should be constructed. The later technique is more preferable in applications involving evaluation of algorithms and thus it was the one adopted in this work.

In this work, the proposed model was evaluated on two nonhomogeneous simulation geometries, and we have investigated in depth its applicability as a forward solver in fluorescence molecular imaging. The first geometry was a cube enclosing ellipsoids that corresponded to different tissues and was used to evaluate the proposed model against an independent Monte Carlo forward solver.\textsuperscript{28} This work is among the very few that compare the results of a three-dimensional radiative transfer equation forward solver with the results derived from Monte Carlo method\textsuperscript{22} and it is among the first reports in literature where the three-dimensional coupled radiative transfer equation and diffusion approximation model is verified against an independent Monte Carlo method.

The second geometry was the MOBY digital mouse, developed at the Duke Center for In Vivo Microscopy.\textsuperscript{29} This simulation geometry has been used in many medical imaging studies, especially computed tomography and single-photon emission computed tomography.\textsuperscript{30–33} A few studies have used this digital mouse in fluorescence molecular imaging.\textsuperscript{21,34,35} Using this simulation geometry, various scenarios were assessed, so to compare the proposed model against the widely used diffusion approximation and the more accurate model of radiative transfer equation.

The outline of this paper is as follows. Section 2 briefly presents the dual-coupled radiative transfer equation and diffusion approximation model, and outlines the most important approaches to its solution. The digital mouse is presented, and the optical properties of its various organs are summarized. Section 3 presents the scenarios developed to evaluate the model, while Sec. 4 presents and discusses results obtained with the method. Finally, Sec. 5 discusses future work and the prospects for this forward solver.

2 Methodology

The proposed methodology for solving the forward problem in fluorescence molecular imaging is based on the coupled radiative transfer equation and diffusion approximation model,\textsuperscript{25,36} expanded to form a dual-coupled model that can deal with both the excitation field and the emission field. Figure 1 is a block diagram that summarizes the solution of the dual-coupled radiative transfer equation and diffusion approximation model. The use of this model for developing a solution in the frequency domain is briefly described below.

2.1 Dual-Coupled Radiative Transfer Equation and Diffusion Approximation

The coupled radiative transfer equation and diffusion approximation model was initially proposed for diffuse optical tomography measurements, and the results presented were mainly two-dimensional.\textsuperscript{23–25} The model was extended to fluorescence molecular imaging in 2010, and three-dimensional simulations were presented,\textsuperscript{27} while an investigation into applying the model to solve the inverse problem in diffuse optical tomography was carried out in 2011.\textsuperscript{26} We present here the results of an in-depth study into applying the dual-coupled radiative transfer equation and diffusion approximation model in fluorescence molecular imaging, and present results obtained from a tissue-like simulation phantom.
The analytical expression of this model is as follows:

\[
\frac{i \cdot \omega}{c} \cdot \nabla I_{x/m}(\mathbf{r}, \mathbf{s}) + \mathbf{s} \cdot \nabla I_{x/m}(\mathbf{r}, \mathbf{s}) + \left[ \mu_{a,x/m}(\mathbf{r}) + \mu_{s,x/m}(\mathbf{r}) \right] I_{x/m}(\mathbf{r}, \mathbf{s}) - \mu_{s,x/m}(\mathbf{r}) \cdot \int_{4\pi} \rho_{x/m}(\mathbf{s'}, \mathbf{s}) \cdot I_{x/m}(\mathbf{r}, \mathbf{s'}) \cdot d\mathbf{s'} = \Lambda_{x/m}(\mathbf{r}, \mathbf{s}) \quad \text{for } \mathbf{r} \in V_{\text{RTE}} \tag{1a}
\]

\[
I_{x/m}(\mathbf{r}, \mathbf{s}) = \begin{cases} 0 & \mathbf{r} \in S_{\text{RTE, out}} \setminus dS_{\text{src}}, \mathbf{s} \cdot \mathbf{n} < 0 \\ I_{\text{src}}(\mathbf{r}, \mathbf{s}) & \mathbf{r} \in dS_{\text{src}}, \mathbf{s} \cdot \mathbf{n} < 0 \end{cases} \tag{1b}
\]

\[
I_{x/m}(\mathbf{r}, \mathbf{s}) = U_{x/m}(\mathbf{r}) - \frac{3}{4} \cdot \pi \cdot \left[ D_{x/m}(\mathbf{r}) \cdot \nabla U_{x/m}(\mathbf{r}) \right] \cdot \mathbf{s} |_{\mathbf{r} \in S_{\text{interface}}} \tag{1c}
\]

\[
\frac{\omega}{c} \cdot U_{x/m}(\mathbf{r}) - \nabla \left[ D_{x/m}(\mathbf{r}) \cdot \nabla U_{x/m}(\mathbf{r}) \right] + \mu_{a,x/m}(\mathbf{r}) \cdot U_{x/m}(\mathbf{r}) = \Lambda_{0,x/m}(\mathbf{r}) \quad \text{for } \mathbf{r} \in V_{\text{DA}}, \mathbf{s} \cdot \mathbf{n} < 0, \tag{1d}
\]

\[
U_{x/m}(\mathbf{r}) = \frac{1}{4} \cdot \pi \cdot \int_{4\pi} I_{x/m}(\mathbf{r}, \mathbf{s}) \cdot d\mathbf{s} \quad \text{for } \mathbf{r} \in S_{\text{interface}}, \tag{1f}
\]

where \( \omega \) is the angular modulation frequency of the excitation source in rad \( \cdot \) s\(^{-1} \), \( c \) is the average speed of light in the medium, \( \mu_s(\mathbf{r}) \) and \( \mu_a(\mathbf{r}) \) are the scattering and absorption coefficients of the medium, both expressed in \( \text{cm}^{-1} \). \( \Lambda(\mathbf{r}, \mathbf{s}) \) is the power radiation from sources inside the medium, and \( I(\mathbf{r}, \mathbf{s}) \) is the radiance at location \( \mathbf{r} \) in direction \( \mathbf{s} \) within the medium, measured in \( \text{W} \cdot \text{cm}^{-2} \cdot \text{sr}^{-1} \). Furthermore, \( \mathbf{n} \) is the surface normal unit vector, pointing outward, \( I_{\text{src}}(\mathbf{r}, \mathbf{s}) \) is the radiance of the excitation source, \( U(\mathbf{r}) \) is the fluence rate or photon density in \( \text{W} \cdot \text{cm}^{-2} \), \( D(\mathbf{r}) \) is the photon diffusion coefficient, and \( A \) is the boundary reflection coefficient, which depends on the mismatch of the refractive indices between the tissue and the air. Finally, \( p(\mathbf{s}, \mathbf{s'}) \) is the scattering phase function.

The well-known Heney-Greenstein formula is the most commonly used phase function in biomedical optics, but we used a phase function that fits better with Mie theory. This phase function is:

\[
p(\mathbf{s}, \mathbf{s'}) = K \cdot [1 + e \cdot \cos(\mathbf{s}, \mathbf{s'})]^{n_p}, \tag{2}
\]

where \( e \) and \( n_p \) are two independent parameters and \( K \) is a normalization factor, which for \( e = 1 \) can be expressed as

\[
K_{\text{SAM}} = \frac{n_p + 1}{2^{n_p + 2} \cdot \pi}. \tag{3}
\]

and is known as the “simplified approximate MIE (SAM)” phase function.

Equation (1a) corresponds to the radiative transfer equation, which can be applied in the corresponding subregion, \( V_{\text{RTE}} \), of the inspected volume, while Eq. (1b) is the vacuum boundary condition. Similarly, Eq. (1d) corresponds to the diffusion approximation, solved within the related subregion, \( V_{\text{DA}} \), and Eq. (1e) is its Robin-type boundary condition. Those two light transport models were coupled at the interface \( S_{\text{interface}} \) through Eqs. (1c) and (1f). The location of the interface boundary was determined by the scattering coefficient of the medium, and it was chosen far enough from the surface to ensure that the diffusion is a valid approximation. Furthermore, it was considered that this interface was located within the diffusion approximation subdomain.

The excitation case is described by the index \( x \) in the equation system of Eq. (1), and the only source that existed in this case was the incident excitation light source \( I_{\text{src}}(\mathbf{r}, \mathbf{s}) \). All internal light sources had a radiated power of zero, \( \Lambda_{x}(\mathbf{r}, \mathbf{s}) = 0 \). The fluorescence emission is described by the index \( m \), and here, in contrast, no external sources were present, but only the internal fluorescence sources. Thus, \( I_{\text{src}}(\mathbf{r}, \mathbf{s}) = 0 \) and

\[
\Lambda_{m}(\mathbf{r}, \mathbf{s}) = \Lambda_{0,m}(\mathbf{r}) = \frac{\eta \cdot \mu_{\text{flu}}(\mathbf{r})}{1 + \frac{\mu_{\text{flu}}(\mathbf{r})}{1 + \frac{\eta}{\tau(\mathbf{r})}} \cdot U_{b}(\mathbf{r})}. \tag{4}
\]

where \( \eta \) and \( \tau(\mathbf{r}) \) are the quantum yield and lifetime of the fluorophore, respectively. The index fluo describes the optical properties of the fluorophore. The model described by Eq. (1) was
based on the assumption that the presence of the fluorophore did not alter the scattering coefficient of the medium. The absorption coefficient varied with the fluorophore concentration and was modeled as the sum of the absorption coefficients of the tissue and of the fluorophore.

2.1.1 Numerical solution of the forward problem

We have used the finite element method to solve the equations of the proposed dual-coupled radiative transfer equation and diffusion approximation model. The integro-differential equation system presented in Eq. (1) was transformed to a weak variational formalism by applying the Galerkin finite element method and using the streamline diffusion modification in the radiative transfer equation subdomain, in order to minimize the convergence oscillating results. The final linear algebraic system, in its matrix formalism, is as follows:

\[
\begin{bmatrix}
A_{\text{RTE},x/m} & B_{\text{RTE},x/m} \\
B_{\text{DA},x/m} & A_{\text{DA},x/m}
\end{bmatrix}
\begin{bmatrix}
\alpha_{x/m} \\
a_{x/m}
\end{bmatrix}
= \begin{bmatrix}
C_{\text{RTE},x/m} \\
C_{\text{DA},x/m}
\end{bmatrix},
\]

(5)

where \(\alpha_{x/m} = [\alpha_{i,j,x/m}]\) is the radiance at the nodal points \(i\) and \(j\) of the radiative transfer equation subdomain, and \(a_{x/m} = [a_{k,x/m}]\) is the fluence rate at the nodal points \(k\) of the diffusion approximation subdomain. Moreover, the matrix \(A_{\text{RTE},x/m}\) contains the finite element approximation of the radiative transfer equation, and is of the form

\[
A_{\text{RTE},x/m}(h_1, h_2) = A_{0}^{x/m}(h_1, h_2) + A_{1}^{x/m}(h_1, h_2)
+ A_{2}^{x/m}(h_1, h_2) + A_{3}^{x/m}(h_1, h_2),
\]

(6)

where \(h_1 = N_a \cdot (j - 1) + q, h_2 = N_a \cdot i + l, i = 1, \ldots, N_a, l = 1, \ldots, N_d, j = 1, \ldots, N_n\) and \(q = 1, \ldots, N_d\), where \(N_n\) is the number of spatial nodes and \(N_d\) is the number of angular directions in the radiative transfer equation subdomain. The matrices on the right side of Eq. (1) are given by

\[
A_{0}^{x/m}(h_1, h_2) = \int_{V_{\text{RTE}}} \psi_i(r) \cdot \psi_j(r) \cdot d\mathbf{r} \cdot \int_{4\pi} \psi_l(\hat{s}) \cdot \psi_q(\hat{s}) \cdot d\mathbf{s}
+ \int_{V_{\text{RTE}}} \int_{4\pi} \delta_{i,m}(\mathbf{r}) \cdot \hat{s} \cdot \nabla \psi_j(r) \cdot \psi_q(\hat{s}) \cdot d\mathbf{s} \cdot \psi_l(\hat{s}) \cdot d\mathbf{r},
\]

(7a)

\[
A_{1}^{x/m}(h_1, h_2) = \int_{V_{\text{RTE}}} \int_{4\pi} \hat{s} \cdot \nabla \psi_j(r) \cdot \psi_q(\hat{s}) \cdot \psi_l(\hat{s}) \cdot d\mathbf{s} \cdot \psi_l(\hat{s}) \cdot d\mathbf{r}
+ \int_{V_{\text{RTE}}} \int_{4\pi} \delta_{i,m}(\mathbf{r}) \cdot \hat{s} \cdot \nabla \psi_j(r) \cdot \psi_q(\hat{s}) \cdot \hat{s} \cdot \psi_l(\hat{s}) \cdot d\mathbf{s} \cdot \psi_l(\hat{s}) \cdot d\mathbf{r},
\]

(7b)

\[
A_{2}^{x/m}(h_1, h_2) = \int_{V_{\text{RTE}}} \int_{4\pi} [\mu_{a,x/m}(\mathbf{r}) + \mu_{s,x/m}(\mathbf{r})] \cdot \psi_i(r) \cdot \psi_j(r) \cdot d\mathbf{r} \cdot \int_{4\pi} \psi_l(\hat{s}) \cdot \psi_q(\hat{s}) \cdot d\mathbf{s}
+ \int_{V_{\text{RTE}}} \int_{4\pi} \{ \hat{s} \cdot \nabla \psi_j(r) \cdot \psi_q(\hat{s}) \cdot \psi_l(\hat{s}) \cdot d\mathbf{s} \cdot \psi_l(\hat{s}) \cdot d\mathbf{r} \},
\]

(7c)

\[
A_{3}^{x/m}(h_1, h_2) = - \int_{V_{\text{RTE}}} \mu_{s,x/m}(\mathbf{r}) \cdot \psi_i(r) \cdot \psi_j(r) \cdot d\mathbf{r} \cdot \int_{4\pi} \int_{4\pi} p_{s,m}(\hat{s}, \hat{s}') \cdot \psi_l(\hat{s}') \cdot d\mathbf{s}' \cdot \psi_q(\hat{s}) \cdot d\mathbf{s}
- \int_{V_{\text{RTE}}} \int_{4\pi} \{ \hat{s} \cdot \nabla \psi_j(r) \cdot \psi_q(\hat{s}) \} \cdot d\mathbf{s} \cdot \psi_l(\hat{s}) \cdot d\mathbf{r}.
\]

(7d)

In Eq. (7), \(\psi_i(r)\) and \(\psi_j(\hat{s})\) are the nodal basis functions of the spatial and angular finite element discretization of the radiative transfer equation subdomain, while \(\psi_j(r)\) and \(\psi_q(\hat{s})\) are the spatial and angular basis functions of the radiative transfer equation piecewise linear functions. The Galerkin methodology is prone to the formation of unstable systems and oscillating results. In order to avoid this, the radiative transfer equation test function, \(\psi(r, \hat{s})\), was expanded using the following formalism:

\[
\psi(r, \hat{s}) = \psi(r, \hat{s}) + \delta(r) \cdot \hat{s} \cdot \psi(r, \hat{s}),
\]

(8)

which expresses the streamline diffusion modification. The smoothing parameter, \(\delta(r)\), is a spatial nodal-wise...
varying constant that depends on the local absorption and scattering coefficients. It can be estimated from:

\[
\delta(r) = \min \left\{ \frac{1}{\mu_{a,x/m}(r) + \mu_{s,x/m}(r)}, \frac{25}{\mu_{a,x/m}(r) + \mu_{s,x/m}(r)} \right\} \cdot r_j,
\]

(9)

where \( r_j \) is the distance between spatial node \( j \) and the excitation source location. 27

The matrix of diffusion approximation finite elements is \( A_{DA,x/m} \) in the system of Eq. (1). This matrix is given by:

\[
A_{DA,x/m}(p, k) = Ke_{x/m}(p, k) + Me_{x/m}(p, k) + Pe_{x/m}(p, k),
\]

(10)

where \( p = 1, \ldots, N \) and \( k = 1, \ldots, N \), with \( N \) being the number of nodal points in the diffusion approximation subdomain. Furthermore, the mass matrix, \( Ke_{x/m}(p, k) \), the stiffness matrix, \( Me_{x/m}(p, k) \), and the boundary condition matrix, \( Pe_{x/m}(p, k) \), of the finite element approximation are given by

\[
Ke_{x/m}(p, k) = \frac{i \cdot \omega}{c} \cdot \int_{V_{DA}} y_k(r) \cdot y_p(r) \cdot dr
+ \int_{V_{DA}} \mu_{a,x,m}(r) \cdot y_k(r) \cdot y_p(r) \cdot dr,
\]

(11a)

\[
Me_{x/m}(p, k) = \int_{V_{DA}} D_{x/m}(r) \cdot \nabla y_k(r) \cdot \nabla y_p(r) \cdot dr,
\]

(11b)

\[
Pe_{x/m}(p, k) = \frac{1}{2} \cdot \frac{\omega}{A} \cdot \int_{S_{DA}} y_k(r) \cdot y_p(r) \cdot dS_{DA},
\]

(11c)

where \( y_k(r) \) are the nodal basis functions of the finite element discretization of the diffusion approximation subdomain, and \( y_p(r) \) are the spatial basis functions of the diffusion approximation piecewise linear functions.

The matrices \( B_{RTE,x/m} \) and \( B_{DA,x/m} \) of Eq. (1) contain the finite elements of the interface boundary conditions and are given by

\[
B_{RTE,x/m}(h_1, h_2) = -\frac{1}{4 \cdot \pi} \int_{S_{interface}} y_k(r) \cdot \psi_j(r) \cdot dS_{interface}
\]

\[
\cdot \int_{4\pi} (\hat{s} \cdot \hat{n})_+ \cdot \psi_j(\hat{s}) \cdot d\hat{s} + \frac{3}{4 \cdot \pi}
\]

\[
\cdot \int_{S_{interface}} D_{x/m}(r) \cdot \int_{4\pi} (\hat{s} \cdot \hat{n})_+ \cdot [\nabla y_k(r) \cdot \hat{s}]
\]

\[
\cdot \psi_j(\hat{s}) \cdot d\hat{s} \cdot \psi_j(r) \cdot dS_{interface},
\]

(12a)

\[
B_{DA,x/m}(p, h_2) = -\frac{1}{4 \cdot \pi} \cdot \int_{S_{interface}} D_{x/m}(r) \cdot [\hat{n} \cdot \nabla y_k(r)]
\]

\[
\cdot y_p(r) \cdot dS_{interface} \cdot \int_{4\pi} \psi_j(\hat{s}) \cdot d\hat{s},
\]

(12b)

The matrix on the right of Eq. (5) is the finite element matrix of the sources, and it can be rewritten in the form

\[
[C_{RTE,x/m} \ C_{DA,x/m}]= [c_{RTE,x/m} \cdot a \ c_{DA,x/m} \cdot a].
\]

(13)

The only light source in the excitation field was the incident source, \( I_{inc}(r, \hat{s}) \), which was also located only in the radiative transfer equation subdomain. Thus, the diffusion approximation part of Eq. (13) equals zero, while the finite element matrix \( c_{RTE,x} \) is

\[
c_{RTE,x}(h_1, h_2) = \int_{S_{RTE}} \psi_i(r) \cdot \psi_j(r) \cdot dS_{RTE}
\]

\[
\cdot \int_{4\pi} (\hat{s} \cdot \hat{n})_+ \cdot \psi_i(\hat{s}) \cdot \psi_j(\hat{s}) \cdot d\hat{s}.
\]

(14)

Further, \( \alpha = \alpha_{inc} = [\alpha_{inc}] \) is the intensity of the excitation source at the surface nodal points \( i \) in the directions \( l \).

The finite element matrices \( c_{RTE,m} \) and \( c_{DA,m} \) that describe the emission field are

\[
c_{RTE,m}(h_1, h_2) = \frac{1}{4 \cdot \pi} \cdot \int_{V_{RTE}} \eta \cdot \mu_{loss}^{m}(r) \cdot \psi_i(r) \cdot \psi_j(r)
\]

\[
\cdot dS_{RTE}
\]

\[
\cdot \int_{4\pi} \psi_j(\hat{s}) \cdot d\hat{s} \cdot \int_{4\pi} \psi_i(\hat{s}) \cdot d\hat{s},
\]

(15a)

\[
c_{DA,m}(p, h_2) = \int_{V_{DA}} \eta \cdot \mu_{loss}^{m}(r) \cdot y_k(r) \cdot y_p(r) \cdot dr,
\]

(15b)

while \( \alpha = \alpha_{e} \) and \( \alpha = \alpha_{e} \) are the radiance and fluence rate calculated from the dual-coupled radiative transfer equation and diffusion approximation model for the excitation case. The importance of applying the same finite element approximation and region discretization between the excitation and emission cases becomes apparent at this point. If these were not applied, the outcome of the excitation field should be translated to the emission approximation, which would increase the complexity of the method and decrease its time efficiency.

The block diagram of Fig. 1 shows that the assembly of the diffusion approximation finite element matrix was implemented in one step, while the radiative transfer equation was divided into spatial and angular finite element approximations. Thus, after the solution of all the spatial and angular nodal integrals, the final two matrices are combined and form a single matrix to be solved at the same time.

Fig. 2 The MOBY phantom as a volume image (a) and under the discretized scheme (b) with the body tissue excluded, allowing the inner organs to be seen clearly.
Table 1  Optical properties of the MOBY phantom.

<table>
<thead>
<tr>
<th>Organ</th>
<th>Absorption coefficient $\mu_a$ (cm$^{-1}$)</th>
<th>Scattering coefficient $\mu_s$ (cm$^{-1}$)</th>
<th>Mean cosine $g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body (muscle)</td>
<td>0.027</td>
<td>118</td>
<td>0.97</td>
</tr>
<tr>
<td>Skeleton</td>
<td>0.08</td>
<td>69</td>
<td>0.80</td>
</tr>
<tr>
<td>Heart (tissue)</td>
<td>0.35</td>
<td>167</td>
<td>0.98</td>
</tr>
<tr>
<td>Liver</td>
<td>6.50</td>
<td>144</td>
<td>0.95</td>
</tr>
<tr>
<td>Lung</td>
<td>8.40</td>
<td>36</td>
<td>0.95</td>
</tr>
<tr>
<td>Stomach</td>
<td>1.20</td>
<td>200</td>
<td>0.90</td>
</tr>
<tr>
<td>Pancreas</td>
<td>1.20</td>
<td>200</td>
<td>0.90</td>
</tr>
<tr>
<td>Kidney</td>
<td>0.01</td>
<td>73</td>
<td>0.85</td>
</tr>
<tr>
<td>Spleen</td>
<td>2.80</td>
<td>59</td>
<td>0.78</td>
</tr>
<tr>
<td>Small intestine</td>
<td>1.20</td>
<td>200</td>
<td>0.90</td>
</tr>
<tr>
<td>Large intestine</td>
<td>1.20</td>
<td>200</td>
<td>0.90</td>
</tr>
<tr>
<td>Bladder</td>
<td>1.25</td>
<td>51</td>
<td>0.95</td>
</tr>
<tr>
<td>Testicles</td>
<td>0.35</td>
<td>394</td>
<td>0.69</td>
</tr>
<tr>
<td>Brain (white matter)</td>
<td>1.58</td>
<td>51</td>
<td>0.96</td>
</tr>
<tr>
<td>Brain (gray matter)</td>
<td>2.63</td>
<td>60</td>
<td>0.88</td>
</tr>
<tr>
<td>Heart (blood)</td>
<td>1.30</td>
<td>1246</td>
<td>0.99</td>
</tr>
</tbody>
</table>

the radiative transfer equation finite element matrix was assembled by applying the Kronecker product.25

2.2 Digital Tissue Geometry and Region Discretization

Most forward problem solvers used for fluorescence molecular imaging and for diffuse optical tomography are evaluated using simulation geometries with homogeneous background optical properties.12,27,36 Furthermore, only a few forward solvers are based on the radiative transfer equation, and only a few reports have presented three-dimensional results.22,27,45 We have studied a forward solver based on the radiative transfer equation, and examined its application to imaging a three-dimensional tissue-like simulation geometry. We have compared results from the proposed model with those obtained from the three-dimensional simulated absorption coefficient of that interface was equal to $\mu_a = 0.02$ cm$^{-1}$ and the reduced scattering coefficient equal to $\mu_s = 0.05$ cm$^{-1}$ and they were wavelength independent.

The virtual phantom we have used was based on the MOBY mouse.20 The virtual animal model was discretized using the nonuniform rational b-spline surfaces. High-resolution three-dimensional magnetic resonance microscopy data, obtained from the Duke Center for In Vivo Microscopy, was used as the basis for the formulation of the surfaces.29

This virtual animal model was discretized using the open-source Amide medical image data analysis tool with a step size of $d = 0.05$ cm on the $x$, $y$ and $z$ axes. This animal model is presented in Fig. 2, where both volume visualization and the discretized version are shown, with the superficial tissue excluded to reveal the various organs.

Each organ of the digital mouse was labeled with a unique number, which corresponds to a color label in Fig. 2. These numbers were assigned during the discretization process and were used to assign optical properties to the organs of the MOBY phantom. Table 1 summarizes the optical properties in the near infrared (NIR) spectral region, in the wavelength range 600 to 800 nm, obtained from Refs. 13, 21, 46, and 47.

All optical properties were considered to be independent of wavelength in order to simplify the simulation. Furthermore, the mean cosine was considered to be independent of the tissue type and equal to $g \equiv 0.9$.

The digital phantom was initially simulated to be in a chamber filled with an Intralipid-ink solution that matched the bulk optical properties of the body tissue. It was possible in this way to study the excitation and emission, avoiding complications arising from partial refraction and reflection at the animal boundary. This is a widely adopted technique even for in vivo small animal fluorescence molecular imaging and for diffuse optical tomography.4,21

Although this simulation geometry can be adequately addressed by diffusion approximation, the scope of these simulation experiments was to validate that the proposed model outperforms diffusion approximation even in situations where the later model is expected to provide relatively accurate results. However, the advantage gained by the application of the radiative transfer equation was demonstrated by replacing the Intralipid-Ink solution with a low scattering index matched surface. The simulated absorption coefficient of that interface was equal to $\mu_a = 0.02$ cm$^{-1}$ and the reduced scattering coefficient equal to $\mu_s = 0.05$ cm$^{-1}$ and they were wavelength independent.

The simulation experiments were conducted in a cubic region of dimension $2 \times 2 \times 2$ cm$^3$, discretized with a step size of $d = 0.05$ cm. This produced a three-dimensional grid of 68,921 nodes. The Delaunay triangulation technique was used to formulate structured tetrahedral elements, defined by

$$
\left[ \begin{array}{c}
\zeta_1 \\
\zeta_2 \\
\zeta_3 \\
\zeta_4 \\
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a_2 b_2 c_2 d_2 \\
a_3 b_3 c_3 d_3 \\
a_4 b_4 c_4 d_4 \\
\end{array} \right] \cdot \left[ \begin{array}{c}
x \\
y \\
z \\
\end{array} \right].
$$

where $\zeta_i$ are the isoparametric or simplex coordinates, $(x, y, z)$ are the global coordinates of the nodal points, $\nabla$ is the volume of the element, and the 16 elements of the matrix $[a_i b_i c_i d_i]$ depend only on the vertex locations of each tetrahedron.33 The number of tetrahedral elements produced using this spatial discretization was 384,000.

The spatial finite element matrices of both the radiative transfer equation and the diffusion approximation subdomains were estimated from Eq. (16) by transforming all the spatial integrals into simplex coordinates. The integrals thus obtained were solved using

$$
\int_{V_{el}} \zeta_1^i \cdot \zeta_2^j \cdot \zeta_3^k \cdot \zeta_4^l \cdot d\mathbf{r} = \frac{i! \cdot j! \cdot k! \cdot l!}{(i+j+k+l+3)!} \cdot 6 \cdot \nabla.
$$

All the spatial integrals in Eq. (5) were assessed using the same method as that used for these basic transformations.
The azimuthal technique was used for the angular discretization of the radiative transfer equation subregion, for an angular discretization of $N_\theta \times N_\varphi = 6 \times 4$ angles, where $N_\theta$ is the number of control angles over the polar angle $\theta$ and $N_\varphi$ is the number of control angles over the azimuthal angle $\varphi$. The number of angular nodes considered for each spatial node was 28, using this angular discretization process. Moreover, each octant of the angular space $4\pi$, at any spatial nodal point, was discretized using constant latitude and longitude into $N_\theta \times N_\varphi = 24$ elementary solid angles $\Delta s_{mn}$ as described by Grissa et al.:

$$\Delta s_{mn} = \int_{\varphi}^{\varphi'} \int_{\theta}^{\theta'} \sin \theta \cdot d\theta \cdot d\varphi.$$  \hspace{1cm} (18)

The basis functions were defined piecewise, element by element, and were taken as a bilinear function over every control angle element. The functions that describe this restriction are known as “shape functions” and they are:

$$p(\hat{s}, \hat{s}') = K \cdot [1 + \epsilon \cdot \cos(\hat{s}, \hat{s}')]^n;$$

$$= K \cdot [1 + \epsilon \cdot \sin \vartheta \cdot \sin \vartheta' \cdot \cos(\varphi - \varphi') + \epsilon \cdot \cos \theta \cdot \cos \vartheta']^n;$$

$$= K \cdot \sum_{m=0}^{n_\varphi} \left[ \frac{n_\varphi!}{m!(n_\varphi-m)!} \cdot \sum_{j=0}^{n_\varphi-m} \frac{(n_\varphi-m)!}{j!(n_\varphi-m-j)!} \cdot (\epsilon \cdot \cos \theta \cdot \cos \vartheta')^j \right] \cdot (\epsilon \cdot \sin \theta \cdot \sin \vartheta')^m. \hspace{1cm} (20)$$

The solution was subsequently based on the shape functions of Eq. (19). All angular integrals were solved using the same method as that used to solve the spatial integrals, while analytical solutions were obtained whenever required. 33,36

2.3  Solution to the Forward Problem

The discretization procedure described above was applied to the MOBY digital mouse, and the dual-coupled radiative transfer equation and diffusion approximation model was subsequently solved. Figure 3 shows the geometry defined for the digital mouse. The interface between the two subregions of the coupled model was located 0.3 cm below the top surface of the cubic region. The interface divided the cubic region into the required two subdomains. Of these, the radiative transfer equation subdomain consisted of 11,767 nodal points (57,600 tetrahedral elements) and 28 angular nodal points (24 angular elements); while the diffusion approximation subdomain consisted of 38,835 nodal points (326,400 tetrahedral elements).

The finite element matrices of Eqs. (6) and (15) were assembled under the premises described above, and the resulting linear matrix system of Eq. (5) was solved using the stabilized biconjugate gradient (BiCGStab) method. 51 This method provides smooth and fast convergence of nonsymmetric large-scale problems, and is admirably suited to solving the system described by Eq. (5). The method is often used in situations described by radiative transfer equations, since it does not require intense computational resources. This allows denser discretization schemes to be used than those used with other iterative methods. The method works reasonably well for radiative transfer equation problems 52 and we have therefore not considered it necessary to test other solvers. The tolerance of the relative residual, which defines the convergence of the method, was set to $10^{-10}$.

Finally, all the results presented in the following sections were estimated using the equations:

$$M_A(\mathbf{r}) = |U(\mathbf{r}; \omega)| = \sqrt{\text{Re}[U(\mathbf{r}; \omega)]^2 + \text{Im}[U(\mathbf{r}; \omega)]^2}, \hspace{1cm} (21a)$$

$$M_\theta(\mathbf{r}) = \arg[U(\mathbf{r}; \omega)] = a \tan 2 \{\text{Im}[U(\mathbf{r}; \omega)], \text{Re}[U(\mathbf{r}; \omega)]\}. \hspace{1cm} (21b)$$

Fig. 3 The geometry of the digital mouse model. The tetrahedral element and the angular nodes are shown in the upper right corner, along with the counter-clockwise labeling of the elementary nodes.
where $M_A$ is the fluence rate modulation magnitude and $M_\theta$ is its phase shift. The exitance from radiative transfer was estimated after using Eq. (1f) to estimate the fluence rate from the radiance values.

All simulations presented in this manuscript were performed on a 2.67 GHz Intel Core i7 computational unit with 20 GB physical memory.

### 3 Evaluation Process and Simulation Scenarios

The evaluation of the dual-coupled radiative transfer equation and diffusion approximation model was implemented through two stages. Initially, this model was compared with an independent Monte Carlo forward solver. The diffusion approximation and the full radiative transfer equation models were also compared with the Monte Carlo forward solver. The MOSE software\textsuperscript{28} was used for that purpose. The simulation geometry was based on standard building blocks, which approximate the shapes of biological tissues, and was identical for all four forward solvers.

More specifically, it was a cubic region with bulk tissue optical properties, inside of which there were five subregions; two ellipsoids with optical properties corresponding to kidneys, an ellipsoid with optical properties corresponding to lung, an ellipsoid with optical properties corresponding to stomach and an ellipsoid with optical properties corresponding to skeleton. The optical properties of these regions were assigned according to Table 1.

A sphere located at depth $dz = -0.65$ cm from the top surface of this geometry and with radius $r = 0.15$ cm simulated the fluorophores inclusion. The optical properties of the simulated fluorophore matched those of Alexa Fluor 680. Thus, the absorption coefficient was $\mu_{\text{abs}}^\text{fluoro} = 0.42$ cm$^{-1}$ at the excitation wavelength, $\lambda_e = 680$ nm, and $\mu_{\text{fluoro}}^\text{em} = 0.25$ cm$^{-1}$ at the emission wavelength, $\lambda_m = 700$ nm. Furthermore, the quantum efficiency was set to $\eta = 0.36$, while the lifetime of the fluorophore was set to $\tau(r) = 1.2 \times 10^{-9}$ s. The lifetime of the fluorophore was independent of its position in the simulation geometry. Figure 4 presents this simulation geometry.

Next we evaluated the dual-coupled radiative transfer equation and diffusion approximation model for solving the forward problem in fluorescence molecular imaging by comparing the results with those obtained from the widely applied diffusion approximation. We also compared the results with those from the radiative transfer equation. More specifically, the forward problem for the MOBY phantom was solved using the three models: the diffusion approximation, the radiative transfer equation, and the dual coupled. The spatial discretization used was the same for all models, as was also the angular discretization, where relevant. Table 2 presents the qualitative quantities of the finite element approximations for the three models.

The dual-coupled radiative transfer equation and diffusion approximation model was compared with the radiative transfer equation by calculating

\[
\text{ARE}_{A/0,\text{RTE}}/\text{RTE-DA} = \frac{M_{A/0,\text{RTE}} - M_{A/0,\text{RTE-DA}}}{M_{A/0,\text{RTE}}} \times 100\%,
\]

where ARE is the absolute values of the relative error between the magnitude of the fluence rate or the phase shift derived from the radiative transfer equation solution, $M_{A/0,\text{RTE}}$, and the magnitude of the fluence rate or the phase shift obtained from the diffusion approximation, $M_{A/0,\text{RTE-DA}}$, or from the dual-coupled model, $M_{A/0,\text{RTE-DA}}$.

Results obtained by considering fluorophore inclusions within the digital mouse were compared. The optical properties of the simulated fluorophore matched those of Alexa Fluor 680. The simulation scenarios used to evaluate the proposed model considered the fluorophore inclusions to be located at four positions within the MOBY phantom. More specifically, a sphere with radius $R = 0.15$ cm was initially placed at depth $dz = -0.2$ cm from the simulation geometry top surface, Fig. 5(a). The second scenario was that an identical sphere was located deeper within the simulation geometry, at depth

![Diagram of simulation geometry](https://example.com/diagram.png)

**Fig. 4** The geometry used for the evaluation of the radiative transfer equation, the diffusion approximation and the hybrid models against the Monte Carlo forward solver.

### Table 2. Spatial and angular discretization schemes for the diffusion approximation (DA) the radiative transfer equation (RTE) and the proposed dual-coupled model (RTE-DA), and the size of the corresponding assembly matrices.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>DA</th>
<th>RTE</th>
<th>RTE-DA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tetrahedral elements</td>
<td>384,000</td>
<td>384,000</td>
<td>57,600-RTE 326,400-DA</td>
</tr>
<tr>
<td>Nodal points</td>
<td>68,921</td>
<td>68,921</td>
<td>11,767-RTE 58,835-DA</td>
</tr>
<tr>
<td>Angular elements</td>
<td>—</td>
<td>24</td>
<td>24-RTE</td>
</tr>
<tr>
<td>Angular nodes</td>
<td>—</td>
<td>28</td>
<td>28-RTE</td>
</tr>
<tr>
<td>Assembly matrix size</td>
<td>[68,921 x 68,921]</td>
<td>[1,929,788 x 1,929,788]</td>
<td>[388,311 x 388,311]</td>
</tr>
</tbody>
</table>
Scenario 3 considered the mouse kidneys to be labeled with the Alexa Fluor 680 probe, Fig. 5(c), while Scenario 4 considered the bladder to be labeled, Fig. 5(d). Finally, the last two scenarios were identical with Scenarios 1 and 3 correspondingly, with the difference that the Intralipid solution was replaced with the low scattering index matched interface. Since diffusion approximation was not valid for these two last scenarios, only the dual coupled and the radiative transfer equation models addressed them. Moreover, the coupling interface of the proposed model, for these two scenarios, was translated 1 cm deeper inside the animal model, to ensure that the diffusion approximation of the hybrid model was valid at all nodes of the corresponding domain.

All simulation scenarios included an epi-illumination acquisition system, and thus the top surface of the cubic region was the area inspected. The excitation source was incident on the same plane of the region, and it was a point source with a Dirac intensity profile and an angular modulation frequency $\omega = 100$ MHz, directed inwards along the z-axis. For the diffusion approximation model, this source was simulated as an isotropic point source located one transport length ($1/\mu'_s \cong 0.05$ cm) below the region top surface.

4 Results and Discussion

We now present and discuss solutions of the forward problem in fluorescence molecular imaging for the six simulation scenarios described above, as well as for the comparison with the independent Monte Carlo forward solver.

4.1 Evaluation Against Monte Carlo

Initially we evaluated the dual-coupled radiative transfer equation and diffusion approximation model against an independent Monte Carlo forward solver. The logarithms of the fluence rate modulation amplitudes (normalized with respect to their maximum values) of the exitance at the region top surface for the diffusion approximation, the dual-coupled model, the radiative transfer equation model, and the Monte Carlo model are shown in Fig. 6. In this figure are also shown the corresponding phase shifts for the excitation and emission fields.

The simulation geometry optical properties, for all four models, were assigned according to Fig. 4 and Table 1. For the Monte Carlo-based simulation, the number of the launched photons was $10^9$, which is considered a sufficient number for accurate three-dimensional results. Higher photon numbers would increase the accuracy of the Monte Carlo method, especially for the emission field and for the phase shift in particular. However, we compared Monte Carlo results for $10^7$, $5 \cdot 10^7$, $10^8$, $5 \cdot 10^8$, and $10^9$ photons and the main improvement was the noise reduction, especially in the emission field. With $10^9$ photons the Monte Carlo results were adequately smooth for the scope of this work and for that reason no further increase to the launch photons number was tested.
A strong similarity between the results from all four models is obvious in Fig. 6. This similarity is also theoretically expected, as this simulation experiment can be adequately addressed even from the diffusion approximation model. A more detailed assessment of the four models is presented in Fig. 7, where the logarithm of the normalized fluence rate and the phase shift on the top surface of the region is shown.

The results presented in Fig. 7 show good agreement between all four models, and especially between the dual-coupled, radiative transfer equation, and the Monte Carlo models. Considering the independent Monte Carlo to be the most accurate model, the relative accuracy of the other three was quantified by Eq. (22). In Fig. 8 the errors of the three models versus the Monte Carlo method are presented.

Quantifying the metrics of Fig. 8 concludes that the radiative transfer equation and the dual-coupled models present more than 92% relative accuracy when compared with Monte Carlo, while this quantity is approximately 88% for the diffusion approximation model. These accuracy levels indicate that the discretization schemes of the three models that are based on the finite element method are sufficiently dense for investigating their applicability as forward solvers in three-dimensional fluorescence molecular imaging. Figure 9 further verifies this assumption, where the logarithms of the normalized fluence rate amplitudes on the plane \( y = 1 \) cm are presented for all models. According to the simulation geometry of Fig. 4, this plane is just in front of the ellipsoid simulating the liver. The absorption coefficient of that ellipsoid was responsible for the light extinction observed in Fig. 9 as the black area close to the center of the plots.

### 4.2 Simulation Results from the First Two Scenarios

Figure 10 presents the results from the first scenario, showing the logarithm of the fluence rate modulation amplitudes for the diffusion approximation, the dual-coupled radiative transfer equation, and the Monte Carlo models, as slices at the \( y = 0 \) plane for the excitation and emission fields. The figure shows also the corresponding phase shifts given by Eq. (21b).

The fluence rate and phase shift distributions of Fig. 10 can be interpreted by comparing them with the tissue-like digital phantom. Figure 11 shows the excitation and emission fluence rates of the dual-coupled radiative transfer equation and...
diffusion approximation model, along with the optical properties distribution of the MOBY phantom over the $y = 0$ plane. Light extinction deep inside the discretized volume coincides with the location of the liver.

Similar results were obtained from the second simulation scenario, in which the virtual fluorophores were located deeper inside the digital mouse phantom. Figure 12 presents the results obtained from the three forward solvers. All three forward solvers provide similar photon distributions within the inspected tissue.

The fluorescence that is emitted deeply inside the inspected region is almost completely absorbed by the liver, as Fig. 13 shows. The normalized emission fluence rate modulation amplitude is plotted along the $z$-axis. The peak of fluorescence emission is located at the area of the fluorophore inclusion for all forward solvers, while this signal decreases in the liver region.

Results from the dual-coupled radiative transfer equation and diffusion approximation model were more similar to those from the radiative transfer equation for both fluence rate and phase shift, than to those from the diffusion approximation. This is very obvious close to the top surface of the inspected area. The absolute values of the relative errors calculated from Eq. (22) between the models for the second simulation scenario confirm this (Fig. 14).

The relative errors of both fluence rate and phase shift for the diffusion approximation model versus the radiative transfer...
Fig. 10 Results from solving the diffusion approximation (a), the dual-coupled radiative transfer equation and diffusion approximation (b), and the radiative transfer equation (c) models from the first scenario. The logarithm of the fluence rate modulation amplitude of the excitation source is presented in the plots indexed (1.1), and for the emission field in those indexed (1.2), while the corresponding phase shift is presented in those indexed (2.1) and (2.2).

Fig. 11 The logarithm of the fluence rate modulated amplitude for the excitation (a) and the emission (b) fields, calculated from the dual-coupled radiative transfer equation and diffusion approximation model, and the digital mouse organs (c) in the plane $y = 0$.

Fig. 12 Results from solving the diffusion approximation (a), the dual-coupled radiative transfer equation and diffusion approximation (b), and the radiative transfer equation (c) models for the second scenario. The logarithm of the fluence rate modulation amplitude is presented in the plots indexed (1.1) for the excitation field, and for the emission in those indexed (1.2), while the corresponding phase shifts are presented in those indexed (2.1) and (2.2).
equation model were relatively large, especially close to the top surface of the region. Results from the diffusion approximation model and the radiative transfer equation model become more similar deeper inside the region, as expected. In contrast, results from the dual-coupled radiative transfer equation and the diffusion approximation model were quite similar to those from the radiative transfer equation model. More specifically, the accuracy of the dual-coupled model relative to the radiative transfer equation was approximately 97%, while the corresponding accuracy of the diffusion approximation was approximately 90%.

4.3 Simulation Results from the Third and Fourth Scenarios

The following two simulation scenarios represent two pathological conditions, where the animal kidneys and bladder have been labeled with the fluorophore, Fig. 5(c) and 5(d). The kidneys of the animal model were labeled in the third scenario. The most interesting result is the exitance from the top surface of the model. Figure 15 presents this signal for all three forward solvers. Figure 15 shows that none of the forward solvers presents two peaks of emitted fluorescence fluence rate, even though the fluorophore is present in both kidneys. The reason for this is that one of the kidneys is located deeper inside the mouse, close to the pancreas, which absorbs a large fraction of the excitation light and the emitted fluorescence. This can be seen in Fig. 16, which presents the dual-coupled radiative transfer equation and diffusion approximation model fluence rate on the $y=0$ plane, together with the corresponding slice of the animal model. The fluorescence distribution on the top surface shows that the labeled inclusion is not a simple shape. A scanning excitation source is therefore required to reveal both inclusions, Fig. 17.
The fourth scenario involved labeling the mouse bladder with fluorophore. Figure 18 presents results from the three forward solvers as slices through the three-dimensional coordinate system. The geometry presented in Fig. 3 was modified for this scenario such that the bladder was located within the discretized region and the z-axis was reversed. Figure 19 shows the logarithm of the fluence rate modulation amplitude for excitation and emission, and a slice of the animal model on the $y = 0$ plane, in the modified geometry.

The diffusion approximation and the dual-coupled models for these two scenarios were compared using a similar method as that used for the previous two scenarios. More specifically, the absolute values of the errors relative to the results from the radiative transfer equation model were estimated using Eq. (22). These errors, however, were estimated in the third and fourth scenarios over the entire discretized region and over the top surface of the region, in order to evaluate the differences between exitances calculated by the three models. The mean relative accuracy was approximately 90% for the entire region, and 98% for the top surface, after applying the dual-coupled model in both scenarios. The corresponding values for the diffusion approximation were 89% and 85%.

Fig. 15 Logarithm of the fluence rate modulation amplitude (top row) and phase shift (bottom row) of the diffusion approximation [(a) and (d)], the dual-coupled [(b) and (e)], and the radiative transfer equation [(c) and (f)] models, as calculated in the third simulation scenario.

Fig. 16 The logarithm of the fluence rate modulated amplitude for the excitation (a) and the emission (b) fields, calculated by the dual-coupled radiative transfer equation and diffusion approximation model, and to the digital mouse organs (c), on the plane $y = 0$. 
The relative accuracies of both models were almost equal when considering the entire region. They were also close to the relative accuracies of the diffusion approximation in the previous two scenarios. The discretization procedure adopted for the dual-coupled model (Fig. 3) resulted in approximately 11,000 spatial nodes for the radiative transfer equation and almost 59,000 nodes for the diffusion approximation, and thus we expected that the relative accuracy when considering the entire region would approach the accuracy obtained from the diffusion approximation model. The accuracy of the existence, however, calculated by the dual-coupled model was very similar to the accuracy obtained by the radiative transfer equation forward solver, in contrast to the diffusion approximation, for which the accuracy level was approximately 15% smaller.

Fig. 17 Logarithm of the fluence rate modulation amplitude (top row) and phase shift (bottom row) on the top surface of the region, calculated by the dual-coupled model in the third simulation scenario, with the excitation source located at positions (−0.6, 0, 1) [(a) and (d)], (0, 0, 1) [(b) and (e)], and (0.6, 0, 1) [(c) and (f)], directed inwards. The scanning process revealed both inclusions.

Fig. 18 Results obtained by solving the diffusion approximation (a), the dual-coupled radiative transfer equation and diffusion approximation (b), and the radiative transfer equation (c) models for the fourth scenario. The logarithm of the fluence rate modulation amplitude is presented in the plots indexed (1.1) for the excitation field, and for the emission in those indexed (1.2), while the corresponding phase shifts are presented in those indexed (2.1) and (2.2). For each index the coloscale remains the same.
than those obtained from the dual-coupled and the radiative transfer equation models.

### 4.4 Simulation Results from the Fifth and Sixth Scenarios

Only the dual-coupled radiative transfer equation and diffusion approximation and the radiative transfer equation models addressed the last two simulation scenarios. The diffusion approximation was not used for these two scenarios due to the low scattering index matched interface. Figure 20 shows the logarithm of the normalized fluence rate modulation amplitudes resulted from the fifth simulation scenario, as slices at the $y = 0$ plane for the excitation and emission fields. In this figure are also presented the corresponding phase shifts. The equivalent results from the sixth scenario are presented in Fig. 21.

The two forward solvers present almost identical results for both these simulation scenarios. Moreover, as it can be observed in Figs. 20 and 21, both of them preserved the propagation direction of the excitation source inside the low scattering interface, while the light became diffused once entered the mouse tissue at $z = 0.8$ cm. This is a great advantage of the hybrid model, since it can be used in situations where the diffusion approximation is not a valid model and yet present results very close to the radiative transfer equation and the Monte Carlo method under a much more computational efficient modus.

Nevertheless, the forward solvers studied in this work were developed without considering time efficiency, and all of them are based on similar algorithmic routines. The dual-coupled model required approximately 2 h to complete a simulation, which is significantly faster than the radiative transfer equation model, which required approximately 8 h. The diffusion approximation model gave the solution in the shortest time, approximately 100 s. However, time comparisons at this stage of the research are misleading, since most of the time consumed by the dual-coupled and the radiative transfer equation models is required to solve the phase function integral and to assemble the final finite element matrix. The diffusion approximation
model will not become more efficient if more physical memory
or a faster HDD is used, but such measures will significantly
reduce the time required by the other two models. The radiative
transfer equation model, for example, has been additionally
solved on a computational unit with 8 GB RAM, which is
12 GB less than that used for the results presented above.
This 12 GB reduction in physical memory increased nine
times the time required to solve the forward problem, since lar-
ger amounts of data needed to be written to virtual memory. For
these reasons, no time comparisons were also considered
between the three forward solvers and the Monte Carlo method,
which required approximately 14 h to solve the forward problem
for $10^9$ photons.

5 Conclusions

We have applied the coupled radiative transfer equation and
diffusion approximation25,36 model, modified such that it consti-
tutes a dual-coupled fluorescence molecular imaging forward
solver, to a digital mouse for the first time. Furthermore, this
paper is among the very few that present three-dimensional
results from solving the radiative transfer equation.22,27,45 An
independent Monte Carlo method was used to evaluate the pro-
posed model. Our results were in good agreement with those
obtained by the Monte Carlo, indicating accurate modeling of
photon migration through scattering media. The robustness of
our results is further increased by the use of the MOBY phan-
tom.29 Results from the radiative transfer equation were consid-
ered to be the ground truth against which the proposed model
and the diffusion approximation were compared.

We have shown that the synthetic data obtained from the fre-
cency domain of the dual-coupled model are well correlated
with radiative theory, while the diffusion approximation fails
to provide accurate results close to the top boundary of the
region. The excitation source was located at this top boundary
and emission was detected there in the work presented here. The
proposed model gives results that are twice as accurate in photon
propagation modeling. More specifically, the relative accuracy
of the suggested model is greater than 98%, versus the radiative
transfer equation model, close to the top surface of the region.

Future work will investigate the time efficiency of the pro-
posed model. Thus, one major project will optimize the algo-
rithms with respect to time efficiency and memory manage-
ment. The time efficiency of the three models can then be compared.
Moreover, adaptive unstructured discretization schemes, both
spatial and angular, may be used, and the usefulness of the radia-
tive transfer equation model as a forward solver will be inves-
tigated. Other work will investigate the possibility of using
GPU (graphics processing unit) programming for the three-
dimensional solution of the proposed model, and its comparison
with the GPU Monte Carlo simulations.

Finally, this forward solver will be used to solve the inverse
problem in fluorescence molecular imaging, and results
obtained with it will be compared with results obtained using
the diffusion approximation and Monte Carlo forward solvers.
The long-term scope of this research is to develop a forward
solver that combines accuracy and time efficiency, providing an
alternative to the widely adopted diffusion approximation and
Monte Carlo models.

Acknowledgments

The authors would like to thank Prof. W. P. Segars from Duke
University for the license to use the MOBY phantom, which
made it possible to implement this research and investigate
the appropriateness of the dual-coupled radiative transfer and
diffusion approximation model as a forward solver in more rea-
listic scenarios. Stefan Andersson-Engels also acknowledges
financial support from the Swedish Research Council and
through the Linnaeus grant to Lund Laser Centre, LLC.
References


Journal of Biomedical Optics 126010-18 December 2012 • Vol. 17(12)

