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Abstract. X-ray luminescence optical tomography (XLOT) is an emerging hybrid imaging modality in which x-ray excitable particles (phosphor particles) emit optical photons when stimulated with a collimated x-ray beam. XLOT can potentially combine the high sensitivity of optical imaging with the high spatial resolution of x-ray imaging. For reconstruction of XLOT data, we compared two reconstruction algorithms, conventional filtered backprojection (FBP) and a new algorithm, x-ray luminescence optical tomography with excitation priors (XLOT-EP), in which photon propagation is modeled with the diffusion equation and the x-ray beam positions are used as reconstruction priors. Numerical simulations based on dose calculations were used to validate the proposed XLOT imaging system and the reconstruction algorithms. Simulation results showed nanoparticle concentrations reconstructed with XLOT-EP are much less dependent on scan depth than those obtained with FBP. Measurements at just two orthogonal projections are sufficient for XLOT-EP to reconstruct an XLOT image for simple source distributions. The heterogeneity of x-ray energy deposition is included in the XLOT-EP reconstruction and improves the reconstruction accuracy, suggesting that there is a need to calculate the x-ray energy distribution for experimental XLOT imaging.
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1 Introduction

Multimodality imaging is increasingly utilized in biomedical applications.1 Commonly, systems involve the combination of two individual imaging modalities. The first one is a high spatial resolution anatomic modality such as x-ray computed tomography (CT) or magnetic resonance imaging (MRI), and the other a high sensitivity functional modality such as positron emission tomography (PET) or fluorescence optical tomography (FOT).2,3 Another form of multimodality imaging involves hybrid systems, in which the two imaging modalities interact. One example is photoacoustic tomography (PAT), in which a short pulse laser is used to illuminate tissues generating ultrasound signals.7 Another example is our proposed technique, x-ray luminescence optical tomography (XLOT), in which collimated x-ray beams excite a contrast agent based on phosphor nanoparticles that emit optical photons which are detected and reconstructed into an image. A related approach has been proposed by Pratx et al.8 XLOT has the potential to simultaneously achieve the high sensitivity of optical imaging and the high spatial resolution of x-ray imaging. Since light has limited penetration depth in biological tissues, XLOT is primarily focused on small-animal imaging, with the goal of providing a new imaging technique to support the needs of researchers developing passive, targeted, and activatable nanoparticles for applications in imaging and therapy.

In this paper, numerical simulations of XLOT are used to simulate x-ray excitation of \( \text{Gd}_2\text{O}_2\text{S} \bullet \text{Eu} \) (GOS) phosphor particles in turbid media by a collimated x-ray beam. The emission of optical photons by the excited GOS and subsequent detection with a sensitive electron multiplying charge coupled device (EMCCD) camera also is simulated. Importantly, in XLOT, optical emission comes primarily from along the path of the x-ray beam. This information can be incorporated into the reconstruction as an “excitation prior” thus improving the conditioning of the inverse problem. Data from the simulated EMCCD measurements are then used to reconstruct the particle concentration distribution with a model-based reconstruction method similar to that used in fluorescence optical tomography.5

As a high spatial resolution imaging tool, CT is often used to provide anatomical information for PET,7 single photon emission computed tomography,9 and fluorescence optical imaging.10 Applications of CT in molecular imaging have been limited due to the sensitivity of the technique. By contrast, FOT and bioluminescence optical tomography (BOT) are used in the small-animal molecular imaging field because of their high sensitivity in detecting molecular contrast agents,11,12 but they have limited spatial resolution for deep targets. XLOT has the potential to combine the high sensitivity of FOT/BOT with a spatial resolution that depends on the width of the collimated x-ray beam. An x-ray beam width of 1 mm is readily achieved and can be maintained virtually independent of the target depth.

\( \text{Eu}^{3+} \)-doped gadolinium oxy sulfide (GOS) has a high cross section for diagnostic energy x-rays, excellent light yield and is therefore often the phosphor of choice for x-ray detectors.13 Nanoscale x-ray excitable particles of GOS and other \( \text{Eu}^{3+} \)-doped lanthanide compounds have been successfully
It is well known that Eu³⁺ ions in lanthanide compounds emit light in the red region due to $^2D_0 \rightarrow ^7F_j$ radiative transitions, where $j = 4$ corresponds to emission at wavelengths around 700 nm. This is excellent for in vivo applications due to the low tissue absorption of light at these long wavelengths. GOS is therefore an obvious material to explore for initial XLOT applications. The specific emission spectra of these doped compounds depend on their lattice nature, chemical composition, and crystalline structure. Nanostructures of GOS with different shapes and sizes have been reported. Although their excitation wavelength is blue shifted compared with their bulk counterpart due to quantum confinement effects, the emission wavelengths are the same. The X-ray excitable luminescence probes have already been used in scanning x-ray microscopy. A finely focused x-ray beam scanned a sample with x-ray excitable $^{31}$P phosphor grains emitting visible photons that were collected by an optical microscope. The microscopic resolution (down to 50 nm) was determined by the x-ray focal spot and not by visible light diffraction limits of ~200 nm. X-ray excitable nanoparticles also are reported in photodynamic activation, especially for deep targets. The x-ray excitable nanoparticles can be coated by an amphiphilic polymer of octylamine-modified poly(acrylic acid) or a plasmonic gold shell to improve the biocompatibility, then functionalized to target antibody-based proteins such as prostate-specific antigen. A plasmonic gold shell has been successfully added on a quantum dot core, still preserving its efficiency. Similarly a plasmonic gold shell could be coated on x-ray excitable nanoparticles, allowing widely studied gold labeling methods to be used with XLOT imaging. The overall concept is that biocompatible phosphor nanoparticles can be used with XLOT as an imaging platform to assist in the preclinical (small-animal) development and optimization of targeted nanoparticles for a broad range of therapeutic and diagnostic purposes, allowing temporal and spatial distributions of these particles to be monitored at high spatial resolution, even deep inside an animal. Other possible applications include monitoring of x-ray radiotherapy enhanced by gold-coated nanoparticles and the development of activatable or environmentally sensitive XLOT probes in which luminescence is quenched via luminescence resonance energy transfer until the quenching molecules on the particle surface are enzymatically or environmentally modified.

The concept of x-ray excitable nanoparticles and their possible application in small-animal imaging was first reported by Carpenter et al. In these early experiments, it was found that the photon yield was linear with x-ray dose, and the minimum detectable concentration was subpicomolar for superficial measurements. A prototype imaging system using a CCD camera to detect the x-ray excited particles was proposed. The major differences/innovations in our proposed approach are as follows. First, we provide a simultaneous CT imaging system combined with our XLOT implementation. CT can provide anatomical information and surface geometry for quantitative XLOT imaging. Second, we propose a model-based reconstruction method for XLOT which can detect deep targets with relatively few measurements thus yielding much shorter measurement time and lower radiation dose. Third, we use a collimated x-ray pencil beam with a beam size of about 1 mm in diameter. This can be used to more selectively excite deep targets and achieve higher spatial resolution. It is important to note that XLOT has much higher contrast sensitivity than CT alone. The incremental change in x-ray attenuation in tissue due to introduction of the particles is very small, compared with the attenuation of surrounding tissues, thus the CT scan cannot detect the phosphor particles, even at relatively high concentrations. However, the optical background for XLOT imaging is essentially zero, so the contrast from luminescence is very high and low amounts of injected agents can be detected.

In this paper, the feasibility of the proposed XLOT imaging system is studied numerically and a new reconstruction algorithm that incorporates the x-ray information as priors is introduced and evaluated.

## 2 Materials and Methods

### 2.1 XLOT Imaging System

We simulated a prototype XLOT imaging system with the configuration shown in Fig. 1. The system and experimental results are described in Ref. 28. Briefly, a tungsten target x-ray tube generates x-ray photons up to 80 kVp with a maximum x-ray tube current of 0.25 mA. The x-ray detector has a detection area of 49.2 mm × 49.2 mm and consists of a 1024 × 1024 pixels photodiode array sensor with 48-μm pixel spacing. The x-ray detector is 331 mm away from the x-ray tube. The x-ray beam is collimated with a 5-cm long steel rod having a central through hole of 1-mm diameter. The center of the object being imaged is 248 mm away from the x-ray tube and placed on a motorized rotation stage which in turn is mounted on a motorized linear stage. The collimated x-ray beam scans the object with selectable step number and step pitch, and selectable number of projection angles. The optical photons emitted from phosphor particles within the object are imaged from the top surface of the phantom (see Fig. 1) using an EMCCD camera. All scanning depths described are the distance from the top surface of the phantom.

### 2.2 X-Ray Energy Spectrum

The X-ray energy spectrum for the simulations was generated using the semiempirical model of Birch and Marshall. First, the unfiltered 70 kVp W spectrum was calculated with the model, then it was filtered with various thicknesses of Al and Fe.
the resulting spectrum was used to calculate theoretical half-value layer (HVL) curves. These curves were compared with the experimental measurements of the HVL performed at three different potentials (50, 60, and 70 kVp), and the additional filtration was adjusted until the theoretical curves matched the experimentally measured ones.30

2.3 X-Ray Dose Calculation

The number of optical photons emitted from radioluminescent particles when excited by x-ray photons is proportional to the x-ray dose.6 To simulate physical experiments closely, the absorbed dose distribution for each x-ray beam location at each projection angle was calculated with PENELOPE 2008,31 a Monte Carlo software package that simulates coupled photon-electron transport in matter at energies down to 1 keV. The x-ray attenuation coefficients of the phantom and the GOS targets are calculated from known attenuation coefficients of their components taking into account the fraction by weight of the different target concentrations. The x-ray tube was set to be at 70 kVp and 0.15 mA with an exposure time of 1 s, which corresponds to typical exposure conditions in our laboratory prototype. For each x-ray beam location (corresponding to a single projection line of response through the object), x-ray primary dose, x-ray scatter dose, and the x-ray photon distribution on the detector were calculated and recorded.

2.4 Forward Modeling for XLOT

We assumed the number of optical photons emitted by phosphor particles within the test object was proportional to the deposited energy (dose) and the particle concentration. Light emission was assumed to be at 703 nm, which is the longest wavelength peak in the emission spectrum of GOS.28 Optical photon propagation in turbid media such as phantoms or tissues was modeled with the diffusion equation in the continuous wave (CW) domain solved using the finite element method.23 The cylindrical phantom that was used as a test object was discretized by a finite element mesh with 26,615 nodes and 153,053 tetrahedral elements. The finite element mesh was generated with Tetgen (Tetgen1.4.1, tetgen.berlios.de). The maximum tetrahedral element volume was 0.5 mm³. The forward modeling was implemented in MATLAB running on a computer with 2.4 GHz 6-core Intel processors. For numerical phantom studies, we set µs and µt to be 0.0126 and 0.84 mm⁻¹, respectively.6 In the forward modeling process, the finite element nodes within the target region are assigned as optical photon emitting sources only when they are traversed by an x-ray beam. The source intensity is proportional to the x-ray dose and the concentration of particles. The forward model then computes the number of emitted optical photons that reach the top surface of the phantom to be measured.

2.5 Reconstruction Algorithm for XLOT and CT

We propose two reconstruction methods for XLOT. One is the standard filtered backprojection (FBP) method developed for conventional transmission and emission tomography that does not consider optical photon absorption and scattering. The second method is XLOT with excitation priors (XLOT-EP) in which optical photon propagation is modeled with the diffusion equation and the x-ray beam position is added as a spatial prior to constrain the nodes to be reconstructed.

2.5.1 FBP for XLOT

For each rotation angle \(i\) and each x-ray beam position \(j\), an EMCCD image of the top surface of the phantom is simulated. The total number of angular projections is \(I\) and the number of linear scan locations for each angular projection is \(J\). All pixels on the top surface of the phantom are summed to provide one intensity value \(M_{ij}\). The values of \(M_{ij}\) acquired for all x-ray beam positions can be used to form a sinogram (a matrix of the intensity values as a function of the radial offset of the x-ray beam from the center in one direction versus the projection angle in the other direction). We assume particles have the same quantum yield \(\varepsilon\). Each measurement \(M_{ij}\) has a line integral

\[
\varepsilon \int C(\vec{r}) D(\vec{r}) d\vec{r} = M_{ij},
\]

where the line is along the x-ray beam through the object for rotation angle \(i\) and linear scan \(j\), \(C(\vec{r})\) is the particle concentration, and \(D(\vec{r})\) is the x-ray dose at position \(\vec{r}\). A line integral (representing the line along which luminescence is excited by the x-ray pencil beam) is indicated in Fig. 1 for a particular x-ray beam angle and radial offset. A conventional parallel beam CT FBP algorithm was used to calculate \(C(\vec{r}) D(\vec{r})\) where \(D(\vec{r})\) is assumed to be constant. In this study, a Shepp-Logan filter with a cut off at the Nyquist frequency was applied.

2.5.2 XLOT-EP for XLOT

XLOT-EP is similar to fluorescence optical tomography (FOT)33 except that the excitation regions have known locations (along the x-ray beam) and are used as reconstruction priors. The finite element nodes that lie within the x-ray beam region for each x-ray beam location are determined from the CT projection images. The absorption coefficients and the reduced scattering coefficients are known and uniform in this study. The system matrix is calculated as

\[
[A] = \begin{bmatrix}
\Psi_1 \otimes \Gamma_1 \otimes D_1 \\
\vdots \\
\Psi_{n_j} \otimes \Gamma_1 \otimes D_1 \\
\Psi_1 \otimes \Gamma_{kxj} \otimes D_{kxj} \\
\vdots \\
\Psi_{n_j} \otimes \Gamma_{kxj} \otimes D_{kxj}
\end{bmatrix},
\]

in which \(\otimes\) denotes the element product of row vectors \(\Psi_j\), \(\Gamma_k\), and \(D_j\) where \(j\) is from 1 to \(n_j\) and \(k\) is from 1 to \(I \times J\). \(n_j\) is the number of detector nodes on the top surface of the phantom. In this case, unlike FBP, the spatial distribution of the light reaching the phantom surface can be and is incorporated into the reconstruction. The photon fluence vectors, \(\Psi_{n_j}\), defined on the finite element nodes with the dimension of \(1 \times n\), are obtained by solving the diffusion equation in the CW domain

\[
-\nabla \cdot (D(\lambda) \nabla \Psi_{n_j}) + \mu_s(\lambda) \Psi_{n_j} = \Delta_j,
\]

\[
n \cdot (D(\lambda) \nabla \Psi_{n_j}) + b \Psi_{n_j} = 0,
\]
where $\nabla$ denotes the gradient operator, $\Psi$ is the optical photon fluence in the turbid media, $n_\rightarrow$ is the vector normal to the boundary, and $b$ is Robin boundary coefficient. The diffusion coefficient $D(\lambda) = (1/(3 \cdot [\mu'_s(\lambda) + \mu_a(\lambda)])$, the reduced scattering coefficients $\mu'_s(\lambda)$, and the absorption coefficients $\mu_a(\lambda)$ are the functions of the optical photon wavelength $\lambda$. In Eq. (3), $\Delta j$ is determined by the detector nodes. The corresponding node is set to be 1 when $\Psi_{nj}$ is found by solving Eq. (3) with the finite element method. $n$ is the number of the finite element nodes.

The prior constraint vectors $\Gamma_k$ ($k$ from 1 to $I \times J$) are calculated as

$$\Gamma_k(m) = \begin{cases} 1 & \text{if node } m \text{ is within the x-ray beam} \\ 0 & \text{otherwise} \end{cases},$$

where $m$ runs from 1 to $n$. The dose distribution vector $D_k$ is a row vector representing the x-ray dose distribution calculated with PENELOE 2008 at each node for each x-ray beam position.

With the calculated system matrix from Eq. (2), we obtain the linear equation

$$[A]_{(n \times k \times J \times n)} [C]_{(n,1)} = [Y]_{(n \times k \times J \times 1)},$$

where $[C]$ is the unknown particle concentration at each node to be reconstructed and $[Y]$ is the measurement on the top surface of the phantom, obtained from the EMCCD images. In Eq. (5), the subscripts indicate the dimension of matrices. The preconditioned conjugate gradient method is used to reconstruct the particle concentration inside the phantom.

### 2.5.3 FBP for CT

For each projection $i$, there are $J$ linear scans. This is equivalent to a parallel beam CT setup with $J$ measurements in each projection. The x-ray beam intensity measurements for each linear scan $j$ at each $i$, $P_{ij}$, form a sinogram that is used to reconstruct a CT image by the conventional FBP reconstruction algorithm. A multiple pixel x-ray detector was used for each $P_{ij}$. The detector pixels corresponding to the x-ray beam were summed to a single value $P_{ij}$. In this study, the pencil beam CT image was used to test the x-ray detectability based on the attenuation contrast between the target and the phantom background.

### 2.6 Numerical Phantom and Scanning Parameters

Phantoms that can be produced experimentally and practical scanning procedures that can be realized using the first XLOT prototype scanning system were chosen for the simulation studies.

#### 2.6.1 Phantom materials and geometry

A cylindrical phantom (50-mm long and 32 mm in diameter) was simulated with 1% intralipid, 2% agar, 20 $\mu$M hemoglobin, and with an embedded off-center cylindrical target (4.8-mm diameter, 50-mm long, offset 7.7 mm). The cylindrical target was assumed to be composed of 1% intralipid, 2% agar, 20 $\mu$M hemoglobin, and GOS powder at different concentrations (10, 1, 0.1, and 0.01 mg/ml).

#### 2.6.2 Numerical experimental procedure

For numerical phantom experiments, the phantom was simulated at the center of the stage. For each XLOT scan, the angular step was set at 5 deg with 36 rotations in total. For each angular step, the linear stage was moved radially in 32 steps with a 1-mm step size. For each distinct x-ray beam position, an image corresponding to the optical photon intensity on the top surface of the phantom was simulated. In addition, a pencil beam x-ray projection measuring the x-ray beam attenuation was simulated. The simulated optical images were used to reconstruct XLOT images and the x-ray measurements were used to reconstruct pencil beam x-ray CT images using the methods described in the previous section.

### 2.7 Numerical Simulation Studies

Four different sets of simulations were performed. First, we compared target detectability between CT and XLOT. Second, the two proposed reconstruction methods for XLOT, FBP, and XLOT-EP were compared. Third, we investigated the effects of the number of angular projections on the results using XLOT-EP. Finally, the effects of x-ray scattering and heterogeneous dose distribution on XLOT imaging were studied.

#### 2.7.1 Target detectability

A visual comparison of target detectability between CT and XLOT for targets with the concentrations of 10, 1, 0.1, and 0.01 mg/ml was performed. For both CT and XLOT, the FBP reconstruction method was used. The scan depth (Fig. 1) was set to be 10 mm below the top surface of the phantom. Thirty-six projection angles (5 deg step) with 32 linear steps per angle (1 mm between steps) were simulated for a total of 1152 measurements. Fifty percentage of random noise was added to the numerical measurements used in the XLOT reconstruction. The noise-to-signal ratio was estimated from our experimental measurements.

#### 2.7.2 FBP and XLOT-EP

Targets with phosphor concentrations of 10, 1, 0.1, and 0.01 mg/ml were simulated for different scan depths (measured with respect to the top surface of the phantom) with both FBP and XLOT-EP methods. For each concentration, the target was scanned at depths of 5, 10, and 20 mm. The reconstructed concentrations in the target region were compared. For both methods, 36 projection angles (5 deg step) with 32 linear steps per angle (1 mm between steps) were simulated.

#### 2.7.3 Effect of number of projection angles on XLOT-EP

For one representative case with a phosphor concentration of 1 mg/ml concentration and a scan depth of 5 mm scan, XLOT-EP reconstructions were performed with 1, 2, and 36 angular projections. The one projection measurement was at 0 deg (along the x-axis). The 2 projection measurements were orthogonal at 0 and 90 deg (along the x- and y-axes).

#### 2.7.4 Effect of X-ray dose heterogeneity on XLOT-EP

$\Delta n_k$ in Eq. (2) indicates that the x-ray dose at each finite element node introduces x-ray dose effects in the XLOT forward modeling and reconstruction. To consider dose heterogeneity in
the XLOT reconstruction, \( \hat{D}_k \) was set equal to the calculated dose obtained from PENELOPE in simulating the phantom experiments. If the x-ray dose is assumed to be homogeneous throughout the phantom, then \( \hat{D}_k \) would equal unity.

### 2.7.5 X-ray scattering effects

The energy deposited from the primary interaction between an x-ray photon and its surrounding medium is the primary dose. The dose from interactions beyond the primary interaction is due to x-ray scattering. For a representative case with a target concentration of 1 mg/ml at a scan depth of 10 mm, two sets of measurements, one generated from total dose including both primary and secondary doses, and another generated from the primary dose only, were used for reconstruction with both FBP and XLOT-EP reconstruction methods. The reconstructed results were analyzed and compared.

### 3 Results

#### 3.1 X-Ray Energy Spectrum

The computed x-ray energy spectra for 50, 60, and 70 kVp are plotted in Fig. 2. The intensity is given in arbitrary units, and the spectra are renormalized to the value at 20 keV to allow better comparison of their shapes. The attenuation caused by the intrinsic filtration of the x-ray tube has already been included in these spectra and corresponds to 1.3 mm Al. In the following numerical simulations, we used the x-ray energy spectrum corresponding to 70 kVp, as shown by the solid line in Fig. 2. The total x-ray fluence for each pencil beam was set to be \( 1 \times 10^5 \) x-ray photons, which corresponds to a tube current of \( \sim 0.15 \) mA for the x-ray tube (SB80250, Oxford Instruments, Scotts Valley, California) used in our previous experimental work.\(^{28}\)

#### 3.2 X-Ray Dose Calculation

To simplify the visual presentation of this data, we summed the doses from all 32 linear scan positions for each angular position and show them in Fig. 3 for six representative angular projections. The target concentration was set at 10 mg/ml. At this high concentration, the target has high intensity because it absorbs a significant fraction of the incident x-ray energy. The transmitted x-ray photons reach the x-ray detector and their distribution is recorded and used to reconstruct the CT images shown in Fig. 4. The simulated dose distribution for each linear scan position is used to calculate how many optical photons are generated in the target at each location.

#### 3.3 CT Images

Simulated pencil-beam CT images reconstructed with FBP are shown in Fig. 4 for phosphor concentrations of 10, 1, 0.1, and 0.01 mg/ml. For concentrations of 10 and 1 mg/ml, the target is detectable in the CT image. For concentrations of 0.1 and 0.01 mg/ml, the target is no longer detectable.

#### 3.4 Forward Modeling

For each linear scan at each projection angle, a top surface optical measurement is simulated. For FBP reconstruction of XLOT data, the top surface measurements are integrated and used to form a sinogram (see Sec. 2). A typical sinogram for the case of 1 mg/ml concentration and 5-mm scan depth is shown in Fig. 5, with and without x-ray scattering.

#### 3.5 Simulated XLOT Images with FBP Reconstruction

For all numerical simulation cases, sinograms were generated and used with FBP reconstruction. The reconstructed XLOT images represent particle concentrations in a section at the appropriate scan depth. Reconstructed FBP images are shown in Fig. 6 for a target concentration of 1 mg/ml at a scan depth of 5 mm (a), 10 mm (b), and 20 mm (c). The reconstructed values in the target region vary by an order of magnitude for the same target at different scan depths because optical photon absorption and scattering are not considered in the FBP reconstruction. We only present the FBP reconstruction for measurements using 36 projections. When using FBP reconstruction and only one or two projections, the target is not detectable.

#### 3.6 XLOT-EP Reconstruction with Different Projections

With XLOT-EP, the x-ray beam position and its spatial extent are applied to the reconstruction algorithm as priors. The optical measurements from the top surface are not summed. Instead, the measured intensity distribution is used. Therefore, more information is available in the XLOT-EP algorithm than the...
Fig. 4 CT images reconstructed with filtered backprojection (FBP) for target concentrations of 10, 1, 0.1, and 0.01 mg/ml. Because of the relative insensitivity of x-ray contrast, only the higher concentrations can be detected. All images are scaled to a common maximum intensity corresponds to reconstructed pixel values in arbitrary units.

Fig. 5. The XLOT sinogram (integration of optical photons reaching top surface of phantom for each x-ray beam position) for a target with a concentration of 1 mg/ml and for a scan depth of 5 mm. Top row (no scattering) and bottom row (including x-ray scattering). The intensities on the right are shown on a logarithmic scale to allow the effects of x-ray scattering to be better appreciated.
Fig. 6 XLOT images reconstructed with FBP for a target concentration of 1 mg/ml at the depths of 5 mm (a), 10 mm (b), and 20 mm (c). X-ray scattering is included in the simulation.

Fig. 7 For target concentrations of 1 mg/ml and 5 mm irradiation depth, images reconstructed with XLOT-EP using 36 angular projections (a, b), two orthogonal projections (c, d) and one projection (e, f). Left column images (a, c, e) assume a uniform dose distribution and right column images (b, d, f) include the dose heterogeneity in the reconstruction. X-ray scattering is included in the simulations.
FBP algorithm and therefore fewer angular projections may be needed for reconstruction. To demonstrate this, XLOT images were reconstructed with 36 projections, two orthogonal projections, and one projection, respectively. Each angular projection consisted of 32 linear scan positions. Figure 7 shows the reconstructed images with XLOT-EP for a target concentration of 1 mg/ml and 5 mm irradiation depth using 36 projections (a, b), two orthogonal projections (c, d), and just one projection (e, f). Two orthogonal projections are sufficient in this case to provide a good reconstructed image. Figures 7(a), 7(c), and 7(e) assume homogeneous dose. Figures 7(b), 7(d), and 7(f) consider the dose heterogeneity in reconstruction.

We observe that the image quality is slightly better when dose heterogeneity is considered.

3.6.1 Linearity

The reconstructed concentrations in the target region are plotted against the actual concentrations in Fig. 8 for the case of a scan depth of 5 mm. In Fig. 8(b), the dose heterogeneity is considered for XLOT-EP reconstructions while the dose is assumed to be homogeneous in Fig. 8(a). For each plot, the reconstructed values are normalized to that obtained at a concentration of 10 mg/ml and values are shown on a log-log plot. From Fig. 8, we see that the logarithm of the reconstructed concentrations (log\(C_{\text{recon}}\)) is approximately linearly proportional to the logarithm of the exact concentrations (log\(C_{\text{exact}}\)). For the cases in which either two or all 36 projections are used with XLOT-EP, and when heterogeneity effects are considered, \(C_{\text{exact}}\) is linearly proportional to \(C_{\text{recon}}\) over the entire concentration range studied.

3.6.2 Scan depth effects

The maximum concentration in the target region of the reconstructed images was measured and plotted as a function of scan depth for a target concentration of 1 mg/ml (Fig. 9). Ideally, the reconstructed concentrations should be the same at all depths. We calculated the ratio of the reconstructed concentration at 5-mm scan depth to that at 20-mm scan depth. When dose heterogeneity is considered [Fig. 9(b)], the ratios are 1.06, 1.37, and 2.18 for XLOT-EP images reconstructed with all...
projections, two projections, and one projection, respectively. The ratio for FBP using all projections is \( \sim 180 \). The XLOT-EP reconstruction using all projections is the least dependent on scanning depth.

3.6.3 Effect of dose heterogeneity

For each target concentration and each scan depth, XLOT images were reconstructed with both heterogeneous and homogeneous dose distributions. As demonstrated in Figs. 8 and 9, using the heterogeneous model improves the linearity and reduces the depth dependence of the reconstructed concentration.

3.6.4 Effects of x-ray scattering

For each numerical simulation case, reconstructions were performed with and without x-ray scattering. No substantial effects were observed in part because the amount of x-ray scattering for the relatively small objects of interest for XLOT imaging is low. All results presented above included the effects of x-ray scattering.

4 Discussion and Conclusions

We have explored a novel imaging modality that integrates x-ray excitation with optical detection and offers the prospect of high spatial resolution molecular imaging with much reduced depth dependency. The approach also provides the ability to simultaneously acquire structural CT data. A prototype system has been developed and experimental feasibility established.26 In this paper, we have used numerical simulations to compare two different approaches to reconstruct XLOT data and have investigated a range of parameters and concerns related with the XLOT, including target detectability, number of projection angles required, dose heterogeneity, linearity, and depth dependence.

The application of CT in molecular imaging has been limited by its low sensitivity. Our simulation results show that CT could not detect the target when the target concentration was \(<1 \text{ mg/ml}\). This is because at low concentrations, the absorption of the target region is not very different from the background region. XLOT takes advantage of the sensitivity of optical detection and the lack of optical background emanating from the background region. Thus, XLOT has the potential for much higher sensitivity than CT.

In these numerical studies, we simulate the whole emission and detection process including x-ray absorption and scattering, x-ray excitation, optical photon emission and propagation, and EMCCD measurements. We assume a simple flat 50% random noise model that mainly arises from fluctuations in the x-ray flux and from EMCCD noise. A full noise model for XLOT would also need to include x-ray conversion efficiency and variations in absorbed x-ray energy to optical photons conversion which is complex for materials on the nanometer scale. Furthermore, precise noise levels heavily depend on the specifics of the optical camera and x-ray tube. For these reasons, a representative noise level is evaluated, although clearly more detailed noise modeling is an important topic for future research.

The FBP method has severe limitations for reconstructing XLOT data as it does not model light propagation, therefore reconstructed target concentrations are strongly depth-dependent. Although the reconstructed target size (a surrogate for spatial resolution) is almost the same for targets at different depths using the FBP method, the reconstructed concentration changes 180-fold moving from scan depths of 5 to 20 mm. For the proposed XLOT-EP method, the reconstructed target sizes and concentrations are almost independent of depth. For the XLOT-EP method, two orthogonal projections are sufficient to reconstruct the target in this simple phantom, although somewhat more dependence on depth is observed. It is likely more complex phantom or source distributions will require additional projections for accurate reconstruction.

XLOT uses high-energy x-ray photons to excite the phosphor particles and therefore has far better penetration depth in terms of excitation than FOT. However, XLOT still measures emitted optical photons, most of which are scattered and absorbed when propagating from deep targets to the surface where they are measured. XLOT, therefore, can likely image deeper than FOT but will still have limited penetration depth compared to CT. Any comparison with FOT, however, is highly situation dependent, as the wavelengths used and the optical properties of the relevant tissues at those wavelengths will determine the depth that can be achieved with either technique.

In summary, we have proposed an XLOT imaging system to detect light from particles that display x-ray luminescence and that are embedded in a turbid, tissue-like media. A simultaneous pencil beam CT system is combined into the XLOT system. We have compared two reconstruction methods for XLOT, FBP, and XLOT-EP using numerical simulations with different GOS concentrations in target. Simulation results have shown that the reconstructed concentrations with XLOT-EP are much less dependent on the scan depths than with FBP. Measurements using two orthogonal projections are enough to reconstruct an XLOT image of this simple phantom geometry with XLOT-EP although depth dependence is slightly increased. The reconstructed concentrations from XLOT-EP are linear with the actual concentrations over a wide range. The x-ray dose is heterogeneously distributed in phantoms and the inclusion of the heterogeneity into XLOT reconstruction improves the quantitative accuracy of the reconstructed images.

Now that the first imaging instrumentation and reconstruction methodology for XLOT has become available, future development of the technique depends on the availability of biocompatible phosphor nanoparticles that can be administered as contrast agents in vivo. Several efforts are currently underway to develop these agents.34–36
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