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Abstract. Fluorescence molecular tomography (FMT) imaging can be used to determine the location, size, and biodistribution of fluorophore biomarkers inside tissues. Yet when using FMT in the reflectance geometry it is challenging to accurately localize fluorophores. A depth perturbation method is proposed to determine the centroid of fluorophore inside a tissue-like medium. Through superposition of a known thin optical phantom onto the medium surface, the fluorophore depth is deliberately perturbed and signal localization is improved in a stable way. We hypothesize that the fluorophore centroid can be better localized through use of this fluorescent intensity variation resulting from the depth perturbation. This hypothesis was tested in tissue-like phantoms. The results show that a small-size fluorophore inclusion (1.2 mm$^3$ volume, depth up to 4.8 mm) can be localized by the method with an error of 0.2 to 0.3 mm. The method is also proven to be capable of handling multiple fluorescent inclusion conditions with the assistance of other strategies. Additionally, our further studies showed that the method’s performance in the presence of background fluorophores indicated that the small inclusion could be located at a 1.8 (3.8) mm depth with accurate localization only when its concentration was not <10 (100) times the background level. © 2015 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JBO.20.1.017003]
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1 Introduction

The emergence of fluorescent imaging enables noninvasive, repetitive, and real-time observation of living cells, tissue samples, organs, and even the entire bodies of small animals. It always works with fluorophore-loaded imaging agents that ideally only accumulate in diseased tissues. Thus it provides contrast for imaging disease foci. Clinically, this technique has been already used for tumor diagnosis, surgery margin, and the removal of residual tumors. In preclinical applications, owing to its low-cost nature, fluorescent imaging serves as a tool for evaluating molecular imaging agents before the agents are tested on other expensive modalities, such as magnetic resonance imaging. The primary limitation of fluorescent imaging arises from the high scattering and absorption of photons in biological tissue, which leads to a blurred fluorescent profile on the tissue surface. Hence, the accurate determination of the size and location of fluorophore-loaded imaging agents (i.e., diseased tissues) becomes difficult.

Consequently, various types of fluorescence molecular tomography (FMT) have been developed to determine the depth, size, and three-dimensional (3-D) distribution of fluorophores inside tissues from blurred fluorescent signals on the tissue surface. Among them, FMT that uses a circular geometry where detectors and sources are positioned as surrounding the subject is the most common type. However, owing to the limited optical penetration depth, applications of this type are mainly limited to small animals or ex vivo samples. As an alternative, FMT with reflectance geometry, which the light source and detector are placed on the same side, shows greater promise for usage in clinical fields. First, it is suitable for imaging exterior organs (such as skin, mouth, and so on), and second, during brain and thoracic surgeries, a reflectance geometry system can work without obstruction from the skull and chest, thus extending the penetration depth. Because all detectors and sources are placed on the same side, this configuration is extremely sensitive to noise. The sensitivity to noise is important because fluorescent signals in the reflectance geometry are noisier than those in other geometries because of the existence of autofluorescence and excitation light leakage.

Like any tomography technique, resolving depth is an extremely crucial issue in the field of FMT. In the circular geometry, depth information can be extracted from intensity difference among detectors. For instance, the fluorophore is very probably closer to a side with stronger signals. However, in the reflectance geometry, this is not feasible because all the detectors and sources are placed on the same side. As alternatives, two strategies have already been reported. One is called source-detector separation, which assumes different source-detector distances can provide depth information. It always involves with inversion of a sensitivity matrix relating the source-detector positions to the fluorophore distribution. The matrix usually has a large scale and is ill-conditioned, i.e., extremely sensitive to noise. The sensitivity to noise is important because fluorescent signals in the reflectance geometry are noisier than those in other geometries because of the existence of autofluorescence and excitation light leakage.

The other method is multispectral fluorescence imaging. This method relies on the fact that tissue optical attenuation varies with the light wavelength. This strategy was first proposed by Swartling et al. and was recently analytically described by Leblond et al. We positively evaluated the effect of this study but
noticed that its feasibility is restricted in the wavelength band where tissue optical properties drastically change with light wavelength. However, the dependency of optical coefficients on wavelength is actually extremely complicated. In some wavelength bands, scattering decreases with wavelength, while absorption increases with an increasing wavelength. Therefore, the effective optical attenuation may not significantly change. On the other hand, in multispectral fluorescence imaging, fluorescence is independently measured at several isolated bands (the bandwidth is 10 nm in Ref. 19) of different wavelengths. The fluorescent strength over a narrow band is apparently much weaker than that of the integrated fluorescence. Therefore, low detecting sensitivity is another issue of the method.

For accurately resolving fluorophore depth in more general conditions, we previously proposed a depth perturbation method. A thin optical phantom with known optical properties is used as a depth perturber. By superposing the perturber onto a sample, we deliberately perturb the depth of the fluorophore inside the sample. Fluorescent signals are measured before and after perturbation. According to variations in the measurements, depth information can be obtained. Herein, we hypothesize that not only fluorophore depth, but also its location can be determined by the depth perturbation. For a fluorophore of finite size, the determined location will appear around its centroid because of averaging. Knowing the centroid, researchers can use a spatially varying regularization method to mitigate the ill condition of the optical inverse problem and to more accurately reconstruct fluorophore distribution. We tested the hypothesis with tissue-like phantoms and a mesoscopic epifluorescence tomography (METF). METF can detect fluorophore distribution in reflectance geometry at depths of several millimeters. Owing to its limited detection depth and field of view, we mainly focus on detecting small-size fluorophores (diameter = 0 to 2 mm). Here we focus on describing the principles, procedures, and performance evaluation of the depth perturbation method. For details on the reconstruction method with a centroid prior, see Ref. 24.

2 Method

2.1 Depth Perturbation

The concept of depth perturbation emerged from the diffusion equation of photon transport in a scattering medium. First, consider the situation shown in Fig. 1(a). A pencil laser beam is randomly incident on a semi-infinite scattering medium. If the refractive index mismatch at the air-medium boundary is ignored, the fluorescence intensity at point O, i.e., a location d beneath the incident point, can be expressed as

$$\Phi_0^0(d) = C_{ex} \exp(-\mu_{ex}^0 d)$$

where constants $C_{ex}$, extinction coefficient at the excitation wavelength, and $\mu_{ex}^0$ are absorption and reduced scattering coefficients at the excitation wavelength, respectively; $C_{ex} = a' P/((4\pi D_{ex})$ is a constant consisting of incident power $P$, light diffusion coefficient $D_{ex} = 1/(3\mu_{a,ex} + 3\mu_{s,ex}^0)$, and albedo $a' = \mu_{s,ex}^0/(\mu_{a,ex} + \mu_{s,ex}^0)$; and $d = d - l'$ is the distance from the virtual excitation source S (approximation of the pencil beam) to O, where $l' = 1/(\mu_{a,ex} + \mu_{s,ex}^0)$. Then, assuming a fluorescent point source at O and continuing to ignore the refractive index mismatch, the emission fluorescence rate at point A can be solved as

$$\Phi_0^0(d) = C_{em} \exp(-\mu_{em}^0 d)/d,$$

where $\mu_{em}^0 = 3\mu_{a,em}(\mu_{a,em} + \mu_{s,em}^0)$ denotes the effective attenuation coefficient at the emission wavelength whose absorption and reduced scattering coefficients are $\mu_{a,em}$ and $\mu_{s,em}^0$, respectively; $C_{em} = c \eta/(4\pi D_{em})$ is another constant consisting of fluorophore amount $c$, extinction coefficient $\kappa$, and quantum yield $\eta$ as well as a diffusion coefficient at emission wavelength $D_{em} = 1/(3\mu_{a,em} + 3\mu_{s,em}^0)$. Therefore, fluorescence intensity at point A is

$$\Phi_0 = \Phi_0^0(d) \Phi_0^0(d).$$

Finally, a perturber of thickness $\Delta d$ is superposed onto the medium [Fig. 1(b)]. For simplicity, optical properties of the perturber are assumed to be same as those of the medium.

$$\Phi_1 = \Phi_0^0(d + \Delta d) \Phi_0^0(d + \Delta d).$$

Consequently, at A, the ratio of fluorescence intensity after the perturbation to that before can be calculated as

$$\Gamma = \frac{\Phi_1}{\Phi_0^0} = \exp[-(\mu_{eff}^ex + \mu_{eff}^em) \Delta d] = \frac{d - l'}{d - l' + \Delta d/d + \Delta d},$$

where constants $C_{em}$ and $C_{ex}$ (as well as other factors like the sensitivity of the measuring system) were canceled out. Although being analytically complex, $\Gamma$ is actually a monotonic increasing function of $d$ as shown in Fig. 2. Light attenuation within the medium is affected by the light effective propagation distance.

Fig. 1 Schematic of depth perturbation: (a) initial status [two-dimensional (2-D)], (b) after perturbation (2-D), (c) initial status [three-dimensional (3-D)], (d) after perturbation (3-D). Circles denote observation points, and triangles denote virtual point sources corresponding to the laser beams.
relative variation of the distance) will be. That is, the relative decreases of the excitation light fluence rate, emission fluence rate, and, thus, fluorescence intensity at \( A \) are smaller for a larger \( d \). As a result, the intensity ratio \( \Gamma \) increases with \( d \), i.e., fluorophore depth. On the basis of this dependency of \( \Gamma \) on the fluorophore depth, we can in turn obtain depth information by observing the intensity variation owing to the perturbation.

### 2.2 Extension to 3-D Volume

Because Eq. (5) is valid only when both the incident point (position vector \( r_s \)) and observation point \( r_d \) are just above the fluorophore \( r_f \), and because the horizontal position of the fluorophore may be unknown, we practically generalized Eq. (1) \textendash;5 from the extreme condition shown in Figs. 1(a) and 1(b) to any given excitation source point or observation point [Figs. 1(c) and 1(d)] in a 3-D volume, by replacing \( d^* \) in Eq. (1) with \( |r_d - r_f| \), \( d \) in Eq. (2) with \( |r_d - r_f| \), and some other modifications. Therefore, \( \Gamma \) actually depends on perturbator thickness \( \Delta d \) and relative positions among detection point \( r_d \), incident point \( r_s \), and fluorophore \( r_f \). This dependency can be forward modeled on the basis of either the diffusion equation or Monte Carlo simulation.\textsuperscript{20}

In the forward process, a fluorescent object of finite size is approximated as a point source at the object centroid. This approximation is valid since, in this study, we focus on localizing fluorophores of small size. Unlike ignoring the boundary condition and the optical mismatch in the last section, here, to consider factors such as boundary condition, optical mismatch between the perturbator and medium, laser beam size, and so on, we used numerical simulations based on the diffusion equation and the finite element method\textsuperscript{21} to calculate the theoretical fluorescent intensity before the perturbation \( \Phi_0 \) and that after the perturbation \( \Phi_i \) for any given \( r_s \), \( r_d \), \( r_f \), and \( \Delta d \). If there is only one fluorescent object inside the medium, the forward model can be expressed as

\[
\Gamma(r_s, r_d, r_f, \Delta d) = \frac{\Phi_1(r_s, r_d, r_f, \Delta d)}{\Phi_0(r_s, r_d, r_f)}. \tag{6}
\]

If there are multiple objects simultaneously in the examined region, \( \Gamma \) can be calculated as

\[
\Gamma(r_s, r_d, m, \Delta d) = \frac{\sum_{i=1}^{N_s} c_i \Phi_1(r_s, r_d, r_{f_i}, \Delta d)}{\sum_{j=1}^{N_d} c_j \Phi_0(r_s, r_d, r_{f_j})}. \tag{7}
\]

![Fig. 2](image-url) Intensity ratio owing to the perturbation versus fluorophore depth: the ratio is calculated from Eq. (5) using the optical coefficients and perturbator thickness similar to those of the phantom experiments (described later).

![Fig. 3](image-url) Representative distributions of \( \Gamma(r_s, r_d, m, \Delta d) \): (a) the distribution when the laser incident position is horizontally close to a fluorescent point source; (b) the one when the incident position is moved far from the source; (c) the one when the point source is more deeply fixed. On each subfigure, the \( \times \) denotes horizontal position of the fluorescent point source and its initial depth \( d \) is shown in titles. \( \times \) denotes the laser incident point. Each pixel in the figure represents an observation point. Optical coefficients and perturbator thickness similar to those of the phantom experiments (described later) are used here. The three subfigures share the same color bar.

where \( m = (c_1, r_{f_1}^1, \ldots, c_n, r_{f_n}^n) \); \( c_i \) and \( r_{f_i}^j = (x_i, y_i, z_i) \) denote the amount of fluorescent molecules (fluorophore molar concentration × object volume) and position vector of the \( i \)th object, respectively; and \( n \) denotes the number of objects inside the medium. The denominator (numerator) of this equation is the total fluorescence intensities integrating the contributions of all fluorophore objects before (after) the perturbation. Representative distributions of \( \Gamma \) were shown in Fig. 3. One can note that the ratio increases with an increasing distance from the observation point to the fluorophore [Fig. 3(a)]. Similarly, when the incident point moves away from the fluorophore [Fig. 3(b)] or when the fluorophore locates more deeply [Fig. 3(c)], ratios over the image notably increase. These are attributable to the fact that the longer the initial effective propagation distance (incident point \( \rightarrow \) fluorophore \( \rightarrow \) observation), the less is the relative variation of the distance resulting from a given perturbation.

### 2.3 Inverse Process

In the inverse process, the measured ratio is calculated as

\[
R(r_s, r_d, \Delta d) = \frac{I_f(r_s, r_d, \Delta d)}{I_0(r_s, r_d)}, \tag{8}
\]

where \( I_0 \) and \( I_f \) are fluorescent images before and after the perturbation. Then, the fluorophore location(s), as well as relative fluorescent amount(s), can be estimated by fitting the measured intensity ratios \( R \) to the forward model \( \Gamma \), using the expression as follows:

\[
\min \left\| \begin{array}{c}
R(r_{s_1}^1, r_{d_1}^1, \Delta d) \\
R(r_{s_2}^1, r_{d_2}^1, \Delta d) \\
\vdots \\
R(r_{s_{N_s}}^1, r_{d_{N_d}}^1, \Delta d)
\end{array} \right\| - \Gamma(r_{f_1}^1, r_{d_1}^1, m, \Delta d) \\
- \Gamma(r_{f_2}^1, r_{d_2}^1, m, \Delta d) \\
\vdots \\
- \Gamma(r_{f_{N_s}}^1, r_{d_{N_d}}^1, m, \Delta d) \right\|, \tag{9}
\]

where \( N_s \) and \( N_d \) are the number of sources and detectors, respectively; \( r_{f_i}^j \) and \( r_{d_i}^j \) denote the \( i \)th source position and the \( j \)th observation position, respectively. We utilized nonlinear regression [Levenberg-Marquardt (LM) method] for the fitting and a multistart strategy to circumvent the LM method from
converging to a local minimum. For details of the LM method and the multistart strategy, see Ref. 16.

2.4 Deciding Fluorophore Number

For more generality, we took a “try from one” strategy to handle the condition that the number of fluorescent objects inside the examined region is unknown. We first assumed the number as \( n \) ranging from 1 to \( N \) (i.e., \( N = 5 \)); second, we ran the nonlinear regression for each \( n \); third, we substituted the solution \( m_0 \) back to the theoretical ratio model \( \Gamma(n) \) to calculate the residuals as \( \text{Res}(n) = ||\Gamma(n) - R||_2 \). We noticed that when the assumed number \( n \) is smaller than the true value, the residual is large; in contrast, if \( n \) is equal to or more than the true value, it decreases to a relatively lower and stable level. For an underestimated \( n \), parameters used in the regression are too few to achieve good fitting results; for an overestimated \( n \), the overestimated object(s) usually appear as object(s) of extremely small amounts or those present at a large depth; i.e., they merely contribute to the fitting result. By detecting the turning point on \( \text{Res}(n) \), we can decide the object number. The turning point is defined as the first \( n \) (from 1 to \( N \)) whose residual variation rate, 

\[
\text{rate}(n) = \frac{|\text{Res}(n) - \text{Res}(n+1)|}{\text{Res}(n)},
\]

is less than a threshold \( e \). Herein we empirically selected the threshold as \( e = 1.2 \sum \text{rate}(n)/N \) [i.e., 1.2 times the mean value of rate (\( n \)) over \( n = 1 \) to \( N \)]. After this try from one strategy, we also set other limits to eliminate some obviously incorrect estimates. For instance, an object at a very large depth (>10 mm) was ignored; two estimated objects located extremely close to each other (distance ≤0.1 mm) were counted as one object.

2.5 Preliminary Study on the Effects of Background Fluorescence

Finally, the performance of the proposed methods in the presence of background fluorescence was preliminarily studied. Herein, background fluorescence refers to fluorescence not emitted from the fluorescent object that we are attempting to localize. Reasons for background fluorescence include endogenous fluorophore (autofluorescence) or the distribution of exogenous fluorescent dyes outside the targeted tissue. (Although fluorescent dyes are supposed to accumulate in the targeted tissue, owing to the imperfect current fluorescent imaging agents, they are more or less residual in the background tissue.) With the presence of background fluorescence, raw measured fluorescence images before the perturbation (after the perturbation) can be expressed as \( I_0 = I_{0_{\text{flu}}^0} + I_{0_{\text{back}}^0} \) (\( I_{1_{\text{flu}}^0} = I_{1_{\text{flu}}^0} + I_{1_{\text{back}}^0} \)), where \( I_{0_{\text{flu}}^0} \) (\( I_{\text{flu}}^0 \)) denotes intensity contributions from the fluorescent object before (after) the perturbation, and \( I_{0_{\text{back}}^0} \) (\( I_{\text{back}}^0 \)) denotes intensity contributions from background fluorophores before (after) the perturbation. As a result, the raw intensity ratios \( I_1/I_0 \) may significantly differ from the target intensity ratio \( I_{1_{\text{flu}}^0}/I_{0_{\text{flu}}^0} \). When applying \( I_1/I_0 \) to the inverse process, one obtains the weighted centroid of fluorophores over the entire tissue. But, to localize the fluorophore target, we first have to remove the background fluorescence component.

As a preliminary evaluation, herein we only considered the condition that the background concentration is homogeneous within the tissue of interest. In this case, to obtain background fluorescence images, we can simply transfer the laser beam to an incident position distant (i.e., 10 mm away) from the fluorophore object (the rough horizontal location of a fluorescent object can be determined by coarsely scanning the laser beam over the sample and comparing the brightnesses of images captured at all incident positions), and assume that the image captured in this condition included background fluorescence only. Then, after spatial registration and data interpolation, the background fluorescence components were subtracted from the raw fluorescent images (captured under the usual beam scan) to obtain the target fluorescence components. A similar method was previously used in Ref. 29, where the effect of background fluorescence on transmission geometry FMT was investigated.

3 Experiments and Materials

The proposed methods and procedures were tested by tissue-like phantoms and an MEFT system.

3.1 Phantom

In the phantom, a mixture of intralipid, ink, and water was used to mimic scattering and absorption properties of biological tissues. Optical coefficients of the mixture are close to those of the brain cortex:30 reduced scattering coefficient \( \mu_s^0 = 11.7 \) cm\(^{-1} \), absorption coefficient \( \mu_a^0 = 0.2 \) cm\(^{-1} \) at excitation wavelength 785 nm; \( \mu_s^1 = 10.5 \) cm\(^{-1} \), \( \mu_a^1 = 0.2 \) cm\(^{-1} \) at the emission peak wavelength 830 nm of indocyanine green (ICG, the fluorophore used herein, absorption maximum 780 nm, emission maximum 830 nm,31 Keisei, Japan). A fixed volume of ICG solution, diluted with the mixture, was injected in a capillary tube (inner diameter: \( \Phi 1.0 \) mm) to make an isolated ICG object. The object length is ∼1.5 mm. All ICG objects used in this study are nearly of the same size.

We conducted experiments with three phantom configurations:

- **C1**: One ICG object was submerged and fixed inside a plastic tank (40 × 90 × 50 mm\(^3 \)), which was filled by the tissue-like mixture. By adjusting the volume of the mixture inside the tank, the initial central depth of the tube was changed from 1.8 to 4.8 mm in 1-mm intervals. The concentration of this ICG object was 1 \( \mu \)M. No background fluorophore was added into the phantom [see Figs. 4(a) and 4(b)].

- **C2**: Two tubes, T1 and T2, were immersed into the mixture. The ICG concentration in tube T1 was fixed at 1 \( \mu \)M, whereas that of T2 was 2 \( \mu \)M, 1 \( \mu \)M sequentially. Thus, the ratio of fluorophore amount \( c_{T2}/c_{T1} \) was set to 2 and 1, respectively. The initial depth of T1 varied from 1.8 to 3.8 mm, whereas T2 was 1 mm deeper than T1 in the vertical direction. Horizontally, T1 and T2 were separated by 1 mm (edge-to-edge) along the \( Y \) direction and centered at nearly the same coordinate along the X direction. No background fluorophore was added into the phantom [see Figs. 4(c) and 4(d)].

- **C3**: Configuration C3 was modified from C1 (one tube, tube central depth: 1.8 or 3.8 mm) by the further addition of 0.01 \( \mu \)M ICG background fluorophore. We sequentially set the ICG concentration inside the tube as 10, 1, and 0.1 \( \mu \)M. The target to background concentration ratio \( c_{T2}/c_{B} \) was 1000, 100, and 10, respectively. A blank phantom test (devoid of fluorescent object) was also performed on this configuration [see Figs. 4(e) and 4(f)].

The objectives of the experiments on these three phantom experiments were different. Experiments on C1 were used to verify the proposed method’s ability to localize fluorophore...
centroids. Experiments on C2 were performed to investigate whether the proposed method can handle the multiple-objects cases. These two are proof-of-concept configurations. For C3, the experiment was implemented in more realistic conditions to establish the sensitivity limit of the proposed method under the current MEFT system.

3.2 Perturbator

On the basis of the configuration objective, different perturbers were used in their respective experiments. For the proof-of-concept configurations, C1 and C2, we used the same tissue-like mixture with a 1 mm fixed thickness as the depth perturbator for convenience and computational simplicity. For C3, to more realistically simulate practical applications, we used a solid perturbator that has optical properties different from the background mixture [Fig. 4(e)]. The solid perturbator was a piece of membrane made of polydimethylsiloxane (PDMS). As a widely used silicon-based organic polymer, PDMS is optically clear, nontoxic, and flexible. Therefore, a perturbator made of PDMS could be tightly attached to biological tissues even on a nonplanar irregular surface. By mixing TiO$_2$ (scatter) into PDMS, the reduced scattering coefficient of the perturbator was adjusted to $0.65 \text{ cm}^{-1}$ (absorption is nearly 0). It had a round shape, diameter of 45.0 mm, and a thickness of 1.0 mm. To support the PDMS perturbator, a very thin glass slide was covered onto the tank, which was filled by the tissue-like mixture [for C1 and C2, the tank was not initially filled for leaving space for the liquid perturbator, see Figs. 4(b), 4(d), and 4(f)]. For the depth perturbation, the PDMS perturbator was superposed on the glass slide. The effect of the glass was considered in the forward process.

3.3 Measuring System

In the MEFT system (Fig. 5), a fiber pigtailed laser diode (785 nm, LP785-SF20, Thorlabs, USA) was used as the light source. The laser light was collimated to a 460-μm diameter and 10 mW power Gaussian beam. The X-Y motorized stages allowed the laser beam to scan over a sample in a maximal travel...
range of 20 mm. Herein, the beam was translated to produce a raster scan of 10 × 10 incident points with a step of 0.5 mm. A notch filter, bandpass filter, two polarizing beam splitters (PBS), and a dichroic mirror (DM) rejected ambient light and reflection of excitation light. In particular, the two PBS were used to eliminate the specular reflection of the laser beam. The left PBS transmits the incident beam as a nearly pure S polarization light. The specular reflection of the beam is still S polarized because specular reflection does not change light’s polarization properties. Finally, the right PBS reflects (i.e., rejects) all S polarization content. As a result, the specular reflection was rarely detected by the camera.

Fluorescence was collected by an electron multiplying charge coupled device (EMCCD) camera (resolution 1000 × 1000, ADT-100, Flovel, Japan). In the EMCCD camera, one photon can be amplified to several thousands of electrons, thus allowing the measurement of a very weak fluorescent signal. The camera was adjusted and calibrated carefully so that the lens plane was parallel to the air-medium surface. The vertical distance from the camera to the sample top surface is 13 cm (upon the height of sample). The effect of this camera-sample height will be discussed later. Light-collecting efficiencies of the system at different observation positions (corresponding to pixels on the camera) were calibrated beforehand using an optical phantom with a known homogeneous background fluorophore distribution (no additional fluorophore inclusion).

3.4 Data Preprocessing

On each fluorescent image, we assumed a 5.3 × 5.3 mm² square region of interest (ROI) including 20 × 20 virtual detectors. Each detector was an 8 × 8 camera pixel binning. The ROI was determined according to image brightness. The pixel with the maximum brightness was centered in the ROI. The ROI size was empirically decided to reject all pixels with extremely low brightness (e.g., <10% of camera dynamic range) to maintain a good signal-to-noise ratio (SNR). Similarly, for source positions, we selected a subgroup from images captured at the 10 × 10 incident points. The mean SNR over the ROI (mathematical definition is described in Sec. 4.1) of a selected image should be >25 dB, because our previous numerical simulations (data not shown) proved that our LM algorithm works very well (centroid localization error ≤ 0.1 mm) when the mean SNR is not <25 dB. Furthermore, for shortening the computing time, when >10 (an empirical value) images fulfill the SNR criteria, only the 10 images with the highest SNR were applied to the inverse process.

3.5 True Fluorophore Location in the Image Coordinates

The left top of the camera image and initial height of the medium surface were set as the X-Y and Z origins of the image (camera) coordinates, respectively. To obtain the true coordinates of the fluorophore horizontal location, we temporarily removed all optics between the camera and phantom (fluorophore only, no mixture) and took an image for the fixed fluorophore. From the image, actual X-Y coordinates of the fluorophore centroid could be determined with a precision of 0.03 mm. We also used a height gage (precision: 0.01 mm, Mitutoyo, Japan) with a pin to measure the absolute heights of the surface and the tube to calculate the tube’s relative depth from the surface. These true locations were only used for comparison with the estimating results of the inverse process to calculate the localization errors.

3.6 System Test

We performed a series of phantom experiments to figure out depth-concentration sensitivity and noise performance of the MEFT system. One ICG object and phantom was configured as C1, except that the ICG concentration was varied from 0.1 to 10 μM and its depth was varied from 1.8 to 4.8 mm. For each condition, the tube beam to scan along the Y direction and to start from the horizontal centroid of the ICG object, stepping in 0.5 mm. The maximum horizontal separation from incident positions to the object was 3 mm. At each incident position, 10 fluorescent images and one background image (no tube) were captured.

3.7 Validation Experiments

Validation experiments for the proposed methods were conducted by the following steps:

1. Fixing the tube(s) to predefined depth(s);
2. Measuring background signals;
3. Measuring fluorescent signals with beam scan;
4. Depth perturbation: For C1 and C2, adding the mixture into the tank until the tube’s depth increased by 1 mm; for C3, superposing the PDMS perturber onto the phantom (the glass slide);
5. Measuring fluorescent signals again;
6. Repeating steps 1 to 4 at each condition N = 10 times.

4 Results

Figure 6 shows a group of fluorescent measurements (after pixel binning) where one fluorescent object was set at 3.8 mm depth (configuration C1) and approximately centered on the ROI. The distribution after the perturbation [Fig. 6(b)] was weaker and broader than that before [Fig. 6(a)] because of additional scattering by the perturbator. The intensity ratio map [Fig. 6(c)] shows a similar distribution as the theoretical models (Fig. 3).

4.1 System Performance

Two indices were calculated here. One is the detection sensitivity s, which is expressed as $s = \frac{\sum_{\text{ROI}} I_a}{T}$, where $\sum_{\text{ROI}} I_a$ denotes the brightness summation over the ROI described in Sec. 3.3, $I_a$ denotes the image (after background removal and averaging) captured when the incident position was just above
the fluorophore centroid, and \( T \) is the camera exposure time. Another is the mean SNR (MSNR). SNR at the \( i \) th pixel on the images was defined as \( \Delta_i = \frac{A_i}{\delta_i} \), where \( A_i \) denotes the average brightness (after background removal) and \( \delta_i \) denotes the standard deviation. MSNR is the average value of the SNR over the ROI.

As shown in Fig. 7, for all four depths, the detecting sensitivity \( s \) basically shows good linear dependency on the ICG concentration. The 10 \( \mu \)M data points are always slightly lower than the respective fitted lines, suggesting that the quenching effect may occur at this concentration. Figure 8 shows MSNRs of 1 \( \mu \)M cases, which is the representative concentration used in validation phantom experiments. Data of other concentrations have similar distributions and are omitted for brevity. At this concentration, MSNR was in the range of 20 to 35 dB and decreased with the separation of incident position to fluorophore. This is attributable to the fact that the camera exposure time was set to a fixed value during each beam scan. As a result, signal amplitude, i.e., image brightness, decreased when the incident position moved away from the fluorophore object. This phenomenon is obvious for a small fluorophore depth (e.g., 1.8 mm) because the excitation light does not sufficiently diffuse at this depth.

### 4.2 Number of Fluorescent Object

In the inverse process, we first estimated the object number \( n \). Figure 9 shows the normalized residuals \( \frac{\text{Res}(n)}{\text{Res}(1)} \), i.e., normalized by the respective value at \( n = 1 \) of C1 and C2 experiments. The residuals among C1 experiments are almost invariant when \( n \) was assumed to be 1 to 5 [Fig. 9(a)], whereas among the C2 experiments [Figs. 9(b) and 9(c)], the residuals at \( n = 1 \) are significantly larger than those at \( n \geq 2 \) (\( p < 0.01 \)). However, their differences shrink with the fluorophore depth and a decreasing value of \( \frac{c_{T2}/c_{T1}}{c_{T2}/c_{T1}} \). This phenomenon will be discussed in Sec. 5.3. The results of configuration C3 are similar to those of C1 and are not shown here for brevity. Using the strategy and limits described in Sec. 2.4, we correctly identified the object number in all experiments. Solutions of the nonlinear regression corresponding to the decided fluorophore number were selected as the final results. One complete inverse process typically takes 1 to 10 s.

### 4.3 Results of C1 Configuration

Table 1 shows the performance of the proposed methods in C1. The localization error \( \Delta_{	ext{tot}} \) was defined as the Euclidean distance from the estimated centroid to the actual. \( \Delta_Y \) and \( \Delta_X \) are the error’s vertical and horizontal components, respectively. For 1.8 to 4.8 mm depths, \( \Delta_{	ext{tot}} \) of the proposed method is in the range of 0.20 to 0.30 mm (on average). We also tested a previous method\(^{23,31} \) based on the source-detector separation (SDS) concept using the same data sets. We first forward modeled the sensitivity matrix of source-detector pairs over the reconstructed space and then reconstructed the fluorophore biodistribution by the LSQR algorithm.\(^{34} \) Finally, the weighted center of the reconstructed distribution was seen as the estimated centroid. For this SDS-based method, its \( \Delta_Y \) increases fast with the fluorophore depth and becomes significantly larger than that of the proposed method (\( p < 0.01 \)), while the \( \Delta_X \) of the two methods are similar. [Although averages of \( \Delta_X \) of the SDS method are lower, statistically the \( \Delta_X \) values of the SDS method are not significantly less than those of the proposed method (\( p > 0.01 \)]. As a result, the total localization errors of the SDS method are also significantly greater than ours (\( p < 0.01 \)). This is attributable to the severe ill-condition of the sensitivity matrix whose condition number is in the order of \( 10^{18} \). These results suggest that the proposed method has better accuracy in resolving depth and localizing the fluorophore centroid.

### 4.4 Results of C2 Configuration

In the experiments of C2, the localization estimation errors for \( T1 \Delta_{\text{tot1}} \) and \( T2 \Delta_{\text{tot2}} \) are listed in Table 2 (the vertical and horizontal components are omitted for brevity). The averages are \( \sim 0.3 \) mm and slightly increase with depth. On the other hand, we defined the percentage error of the restored fluorophore amount ratio to the actual as

\[
\Delta_{\gamma} = 100% \times \frac{|(c_{T2}/c_{T1})_{\text{est}} - (c_{T2}/c_{T1})_{\text{true}}|}{(c_{T2}/c_{T1})_{\text{true}}},
\]

(11)

where \( (c_{T2}/c_{T1})_{\text{est}} \) and \( (c_{T2}/c_{T1})_{\text{true}} \) denote the restored and true amount ratios, respectively. As listed in Table 2, the percentage errors of \( \Delta_{\gamma} \) are <20% (on average) for all tested cases.

### 4.5 Results of C3 Configuration

To quantitatively show the effects of background fluorophore, we calculated relative intensity contributions of the fluorophore target within the raw images for different target-to-background...
concentration ratios ($c_T / c_B$). The relative contribution before the perturbation was defined as $t_0 = \sum_{ROI} I_{ROI}^B / \sum_{ROI} I_{ROI}^{B_{raw}}$, where $\sum_{ROI}$ denotes the brightness summation over the aforementioned ROI. Similarly, the relative contribution of the fluorescence target after the perturbation was defined as $t_1 = \sum_{ROI} I_{ROI}^T / \sum_{ROI} I_{ROI}^{T_{raw}}$.

Measured values of $t_0$ and $t_1$ are given in Table 3 (standard deviation of all $t_0$ and $t_1$ values are of the order of 0.001). Notably, both of them decrease with a decreasing $c_T / c_B$, indicating the target fluorescence components shrank greatly. In particular, for the 3.8 mm depth and $c_T / c_B = 10$ case, $t_0$ and $t_1$ were <0.1. That is, background fluorescence played a dominant

![Graph](image)

Fig. 9 Relative residual used in the Try From One strategy: normalized relative residual (a) in the C1 configuration (tube depth = 2.8, 3.8 mm); (b) in the C2 configuration ($c_T / c_{T1} = 2$, T1 depth = 2.8, 3.8 mm); (c) in the third group ($c_T / c_{T1} = 1$, T1 depth = 2.8, 3.8 mm). Notice the Y' axis scale of (c) is smaller than that of (a) and (b). We do not include other data because most of them overlap on the shown data, thus deteriorating clarity of the figures.

Table 1 Results for configuration C1 [one tube and no background indocyanine green (ICG)]. All units are in millimeters.

<table>
<thead>
<tr>
<th>Depth (mm)</th>
<th>$\Delta_{tot}$</th>
<th>$\Delta_{z}$</th>
<th>$\Delta_{XY}$</th>
<th>$\Delta_{tot}$</th>
<th>$\Delta_{z}$</th>
<th>$\Delta_{XY}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.80</td>
<td>0.22 ± 0.07</td>
<td>0.20 ± 0.06</td>
<td>0.09 ± 0.04</td>
<td>0.27 ± 0.03</td>
<td>0.26 ± 0.02</td>
<td>0.05 ± 0.02</td>
</tr>
<tr>
<td>2.80</td>
<td>0.18 ± 0.02</td>
<td>0.09 ± 0.01</td>
<td>0.16 ± 0.06</td>
<td>0.53 ± 0.01</td>
<td>0.52 ± 0.01</td>
<td>0.07 ± 0.01</td>
</tr>
<tr>
<td>3.80</td>
<td>0.28 ± 0.06</td>
<td>0.22 ± 0.04</td>
<td>0.16 ± 0.08</td>
<td>0.71 ± 0.02</td>
<td>0.70 ± 0.01</td>
<td>0.08 ± 0.01</td>
</tr>
<tr>
<td>4.80</td>
<td>0.28 ± 0.04</td>
<td>0.24 ± 0.05</td>
<td>0.12 ± 0.06</td>
<td>1.03 ± 0.01</td>
<td>1.02 ± 0.01</td>
<td>0.11 ± 0.01</td>
</tr>
</tbody>
</table>

Table 2 Results for configuration C2 (two tubes and no background ICG).

<table>
<thead>
<tr>
<th>Depth (mm)</th>
<th>$c_{T2} / c_{T1} = 2$</th>
<th>$c_{T2} / c_{T1} = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta_{tot}$ (mm)</td>
<td>$\Delta_{tot}$ (mm)</td>
</tr>
<tr>
<td>1.8</td>
<td>0.20 ± 0.02</td>
<td>0.20 ± 0.02</td>
</tr>
<tr>
<td>2.8</td>
<td>0.20 ± 0.04</td>
<td>0.20 ± 0.03</td>
</tr>
<tr>
<td>3.8</td>
<td>0.23 ± 0.06</td>
<td>0.24 ± 0.05</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$\Delta_{z}$ (%)</th>
<th>$\Delta_{z}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.8</td>
<td>9 ± 7</td>
<td>7 ± 6</td>
</tr>
<tr>
<td>2.8</td>
<td>18 ± 12</td>
<td>16 ± 12</td>
</tr>
<tr>
<td>3.8</td>
<td>18 ± 11</td>
<td>13 ± 9</td>
</tr>
</tbody>
</table>
role. The values of \( t_1 \) were only slightly lower than those of \( t_0 \), indicating the perturbation did not result in an obvious decrease in the target relative contribution.

On the other hand, the localization errors basically increase with a decreasing target-to-background ratio (Table 3). This is attributable to the worsening SNR after the background removal. For a high background concentration, the signal amplitude decreased significantly after background images were subtracted, whereas random noises and measuring errors remained. Furthermore, subtracting a background image cannot completely remove the background fluorescence since background measuring itself is also affected by various noises and errors. These noises and errors might be transferred to the data after background removal by subtraction. If we assume that a localization error of <0.5 mm is acceptable, at a 1.8 mm depth, the concentration sensitivity limit would be \(-0.1 \mu M\) (or \(c_T/c_B \geq 10\)) under the C3 conditions; at 3.8 mm depth, it would be \(-1 \mu M\) (or \( c_T/c_B \geq 100 \)). For the blank phantom test, random noises and residual background fluorescence were the main components of the data after background removal. As a result, the LM algorithm failed to converge within 50 iterations.

### 5 Discussion

#### 5.1 Measuring System

In this report, we introduced a depth perturbation method for localizing the fluorophore (centroid) and verified it with an MEFT system. The SNR of measured data applied to the inverse process is 25 to 35 dB. Although our numerical simulations (not shown) have proven that using data at this SNR level the localization error of the LM method should be <0.1 mm (on average), actual localization errors are 0.2 to 0.3 mm (C1, C2 configuration). The increased errors are attributable to the measurement errors on various parameters, the effect of the wall of the capillary tubes, and so on.

In the MEFT system, the camera-sample height (13 cm) appears to be large but is actually almost the shortest for the current system configuration since a lens, two optical filters (5 mm height for each), a PBS (25 mm), and a DM cube box (36 mm) are vertically arranged in this space. For a larger camera-sample height, the numerical aperture of the system (i.e., the light-collecting efficiency) will decrease. However, because the light-collecting efficiency for the target fluorescent signals is nearly the same as that for the main background noise (background fluorescence and diffuse reflection of excitation light), signals and background noise will decrease to a similar degree with an increasing height, i.e., variation of the target to background ratio will be insignificant. Similarly, we found that in our system, the random noise level is nearly a linear function of the mean signal amplitude. Because the effect of the height on the signal amplitude can be canceled out by adjusting the exposure time, the random noise level and, thus, the SNR are also not greatly affected by the height. Note that we sequentially tested a phantom (configured as C1, fluorophore depth = 2.8 mm) at 13 and 20 cm below the camera. The total target fluorescent intensity at 20 cm was decreased by \(~75\%\) compared to that at 13 cm, but the variation of MSNR was \(~1 \text{ dB}\) after the exposure time at 20 cm was prolonged by three times. To sum up, the camera-sample height (in a reasonable range: e.g., 10 to 30 cm) would rarely affect the results of the proposed method, but has a notable effect on measuring time.

Another potential issue about the proposed method is that extra time is required to collect data after the perturbation. Therefore, we recommend the use of a broad illumination or a coarse two-dimensional beam scan to obtain the rough fluorophore horizontal location before applying the tomography imaging technique and the perturbation. The use of an EMCCD camera is also effective in reducing measurement time. One can keep a short exposure time but use its electron multiplying function to amplify the signal if necessary. In our validation experiments, the exposure times per image were set to <200 ms. As a result, one measurement including two \(10 \times 10\) raster scans (one for the initial status and one for that after the perturbation) can be finished in 1 min (including time for mechanical movements of the stages). This time can be further shortened because for the single object case, one image including several hundreds of virtual detectors is theoretically enough to estimate fluorophore’s location because the number of unknown coordinates is only three. However, for the case of more than one object, more data are required to identify the fluorophore number. Optimizing the quantity and position of incident points is a part of our future works.

#### 5.2 Perturbators

As complements to the phantom experiments, we conducted numerical simulations to evaluate the effect of optical coefficients of the perturbator. The simulation was approximated to the configuration C1 experiment. Optical properties of the medium, source, and detector positions, fluorophore size, noise level, and perturbator thickness were set same as the experimental values; only the scattering and absorption coefficients of the perturbator were changed as \(m\) (from 0.5 to 5) times the medium. The results show that the total estimation error did not significantly vary with the \(m\) in the tested range [Fig. 10(a)], which suggests that if the optical properties of the perturbator are in the same order as those of the medium, the proposed method works well.

We also studied the effects of the perturbator thickness on the estimation accuracy by the same simulation setting. In this turn, we changed the perturbator’s thickness from 0.1 to 10 mm but fixed the perturbator’s optical properties to be identical to those of the medium. The results [Fig. 10(b)] show that too thick a perturbator (>4.0 mm) brings about a relatively large estimation error because fluorescent signals were greatly weakened by the perturbation, resulting in a poor SNR. In contrast, a thin perturbator (≤0.4 mm) also caused a large error because intensity

---

**Table 3** Results for configuration C3 (one tube and 0.01 \(\mu M\) background ICG).

<table>
<thead>
<tr>
<th>Depth (mm)</th>
<th>(c_T/c_B) (a.u.)</th>
<th>(t_0) (a.u.)</th>
<th>(t_1) (a.u.)</th>
<th>(\Delta_{est}) (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.8</td>
<td>1000</td>
<td>0.94</td>
<td>0.91</td>
<td>0.14 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.59</td>
<td>0.52</td>
<td>0.08 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.21</td>
<td>0.19</td>
<td>0.48 ± 0.01</td>
</tr>
<tr>
<td>3.8</td>
<td>1000</td>
<td>0.76</td>
<td>0.71</td>
<td>0.13 ± 0.06</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.35</td>
<td>0.32</td>
<td>0.47 ± 0.05</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.06</td>
<td>0.04</td>
<td>2.02 ± 0.10</td>
</tr>
<tr>
<td>Blank</td>
<td>—</td>
<td>0</td>
<td>0</td>
<td>Not converge</td>
</tr>
</tbody>
</table>
variations due to the perturbation were too small for applying the proposed method.

5.3 Try from One Strategy

Herein, we took a try from one strategy to identify the fluorophore number. The results imply that the strategy can achieve a 1 mm spatial resolution up to 3.8 mm depth. However, this strategy has two limitations. One is that neighboring objects may affect each other: an object located deeply or of a smaller amount may be missed because of the effect of a shallower or larger object. The other limitation is that the deeper two objects of a given separation are fixed, the smaller are their relative distances to the depths. Owing to the high scattering nature of tissue, the two seem closer to a combined object when seen from the surface. As a result, the variation of the residuals becomes smoother, as shown in Figs. 9(b) and 9(c). Because a smooth variation is vulnerable to measurement noise or estimation error, the strategy may fail to correctly detect the turning point. That is, the spatial resolution achieved by the try from one strategy potentially decreases with the depth, which is also a common issue of FMT. These two limitations suggest that the try from one strategy needs to be further improved. This is also the reason we set some hard limits after the try from one strategy as mentioned in Sec. 2.4. We will also test these strategies and limits on more complicated conditions (for instance, more than two objects) in the future.

5.4 Background Fluorescence

Results of C3 show that the background fluorescence level is an important factor for FMT. The 100 to 10:1 lower limit for $c_1/c_B$ is higher than the results provided in some previous research in which transmission geometry FMT was studied. This high limit arises owing to reflectance geometry of the MEFT system, rather than the depth perturbation, because depth perturbation does not greatly worsen the relative contribution of the target (see Table 3). Under reflectance geometry, the detection sensitivity is known to be surface weighted. That is, excitation light intensity at the surface or subsurface is much higher than that in the deep region, and background fluorescence emitted from the surface is rarely attenuated by the tissue. As a result, if the concentration of a deep target is not one or two orders higher than the background level, the signal from the object may be buried in background fluorescence emitted from the surface or subsurface. In addition, the small size ($\sim 1.2 \mu L$) of the ICG object is another reason for the high $c_1/c_B$ lower limit. In many previous reports, the fluorescent inclusion is usually a tube (several 10 mm length) filled by fluorophore rather than an object with a short length (1.5 mm herein). A smaller fluorophore inclusion will apparently result in less target contribution and, thus, a higher concentration sensitivity limit.

Currently, many technologies have been employed for eliminating background fluorescence. Numerous dyes are synthesized to fluoresce in the near-infrared (NIR) wavelength range, where autofluorescence is known to be negligible. Furthermore, unlike nonspecific dyes that always fluoresce, some activatable dyes are engineered to be dark (or extremely weak) in base states but to strongly fluoresce only after interaction with the targeted protein or enzyme. For instance, Volkova et al. developed a protein-sensitive dye whose emission intensity increases up to 190 times after binding to bovine serum albumin; Messerli et al. imaged apoptosis in cells using an enzyme selective dye, which releases NIR fluorochrome (Cy5.5) after being activated by the targeted enzyme and allows a 78-fold signal enhancement. Fluorescent dyes of this type offer a bright outlook for the epifluorescence tomography technique. In our future animal experiments, we will plan to use more advanced fluorescent dyes rather than ICG, which is actually a nonspecific dye and may not provide a sufficient target-to-background ratio.

5.5 Effect of Centroid Prior on Reconstructing Fluorophore Size

Compared with the commonly used SDS-based method, the proposed method has been proven to be more accurate in localizing fluorophore centroid. Note that the compared method actually directly reconstructs fluorophore 3-D biodistribution, while the proposed method determines only the fluorophore centroid. In this section, we, thus, simply and preliminarily explain the effect of fluorophore centroid prior on improving the reconstruction of fluorophore biodistribution. For the optical inverse problem of the reflectance geometry, it is a common issue that the reconstructed fluorophore biodistribution is depth-biased and overestimated. For instance, as described in Sec. 4.3, we used the SDS-based method to reconstruct fluorophore biodistributions of the C1 phantom. Table 4 gives the percentage volume errors $\Delta_{\text{vol}}$ of the reconstructed distribution by this method. The volume error was defined as $\Delta_{\text{vol}} = 100\% \times (V_{\text{est}} - V_{\text{true}})/V_{\text{true}}$, where $V_{\text{est}}$ denotes the volume of the reconstructed biodistribution within full width at half maximum and $V_{\text{true}}$ denotes the true volume. Notice that $\Delta_{\text{vol}}$ of the compared method is $>100\%$ for depths $\geq 2.8$ mm. That is, the fluorophore size was overestimated by several fold. Many investigators are studying new algorithms or using
additional assumptions or prior knowledge to eliminate this issue. We are also studying to incorporate the centroid prior provided by the depth perturbation method into the reconstruction process by the spatially varying regularization (SVR) method. The solution equation of SVR is well known as:

\[
M = (G^TG + \sigma W)^{-1}G^Td.
\]

(12)

where \(M\) denotes the unknown fluorophore biodistribution, \(G\) denotes the sensitivity matrix, \(d\) denotes the fluorescence measurements, and \(\sigma\) is the regularization parameter. The weighting matrix \(W\) is a diagonal matrix whose element \(w_{ii}\) is the weight for the \(i\)th voxel (in the process of reconstructing fluorophore biodistribution, the reconstructed space is usually divided into many voxels). The point is that generally reconstructed values on voxels with low weights will be enhanced, whereas those on highly weighted voxels will be suppressed. To incorporate the fluorophore centroid prior, we defined the weight \(w_{ii}\) as:

\[
w_{ii} = \left( \left\| \Gamma(r_s, r_d, r_i, \Delta d) - R(r_s, r_d, \Delta d) \right\|_2 \right)^\gamma,
\]

(13)

where \(r_s\) and \(r_d\) denote source and detector positions, respectively, \(r_i\) denotes the position vector of the \(i\)th voxel, \(\Gamma\) and \(R\) denote the theoretical and measured intensity ratio owing to the perturbation defined in Eqs. (6) and (8), respectively, and \(\gamma\) is a scaling coefficient empirically determined in the range of 0.5 to 1.5. This equation produces a spatially varying weight matrix where weights around the estimating centroid are minimal (because the fluorophore centroid was determined by minimizing \(\left\| \Gamma(r_s, r_d, r_i, \Delta d) - R(r_s, r_d, \Delta d) \right\|_2\)); the weights of other voxels increase with their distance to the estimated centroid. As a result, the reconstructed fluorophore (concentration) values around the centroid will be enhanced, while those far away from the centroids will be suppressed. That is, the reconstructed distribution will be forced to converge to the estimated centroid and the estimated volume will be compressed. Table 4 also provides percentage volume errors of C1 data using the centroid prior and the SVR method, which are significantly closer (overestimation \(\leq 35\%\)) to the actual volume than the pure SDS-based method. Moreover, because the reconstructed distribution converges to the estimated centroid, which has been proven to be very close to the actual fluorophore centroid, the reconstructed distribution is, thus, unbiased from its actual location.

<table>
<thead>
<tr>
<th>Depth (mm)</th>
<th>Proposed method</th>
<th>Source-detector separation based method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.8</td>
<td>9 ± 2%</td>
<td>99 ± 5%</td>
</tr>
<tr>
<td>2.8</td>
<td>32 ± 3%</td>
<td>194 ± 5%</td>
</tr>
<tr>
<td>3.8</td>
<td>31 ± 7%</td>
<td>382 ± 6%</td>
</tr>
<tr>
<td>4.8</td>
<td>23 ± 7%</td>
<td>855 ± 21%</td>
</tr>
</tbody>
</table>

5.6 Issues About the Multispectral Imaging Method

In this paper, we do not provide a comparison with the multispectral imaging method partly because the phantom used here does not show an obvious variation of optical attenuation over 800 to 850 nm (the main wavelength range of ICG emission). In our opinion, the multispectral method is mainly feasible in hemoglobin-rich tissues and over the wavelength range of 500 to 700 nm, where optical absorption of hemoglobin varies drastically whereas the proposed method uses the integrated wavelength and, thus, is available at any wavelength. Besides the aforementioned detecting sensitivity issue, another potential issue of the multispectral method is its necessity for the original fluorophore emission spectra to calculate how much the measured emission spectra changed. It may be difficult to accurately acquire the original spectra in clinical conditions, since the initial spectra vary according to the chemical environment of the fluorophore’s surrounding tissue. For instance, the emission peak of ICG is 780 nm in water, 810 nm in plasma, and 830 nm in intralipid solution.

5.7 Future Works and Conclusion

Our future works include verifying the depth perturbation concept in biological tissues. The way to handle optical heterogeneity and irregular surfaces of biological tissues will be investigated. As a conclusion, in this report, we proposed a depth perturbation concept in resolving depth information of the FMT technique and proved its excellent ability in localizing the fluorophore and potential in handling multiple fluorescent objects. Its sensitivity limit with the presence of background fluorescence and the effect on improving the reconstruction of fluorophore biodistribution were also preliminarily discussed.
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