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Abstract. Near-infrared spectroscopy (NIRS) is widely used in biomedical optics with applications ranging from basic science, such as in functional neuroimaging, to clinical, as in pulse oximetry. Despite the relatively low absorption of tissue in the near-infrared, there is still a significant amount of optical attenuation produced by the highly scattering nature of tissue. Because of this, designers of NIRS systems have to balance source optical power and source–detector separation to maximize the signal-to-noise ratio (SNR). However, theoretical estimations of SNR neglect the effects of speckle. Speckle manifests as fluctuations of the optical power received at the detector. These fluctuations are caused by interference of the multiple random paths taken by photons in tissue. We present a model for the NIRS SNR that includes the effects of speckle. We performed experimental validations with a NIRS system to show that it agrees with our model. Additionally, we performed computer simulations based on the model to estimate the contribution of speckle noise for different collection areas and source–detector separations. We show that at short source–detector separation, speckle contributes most of the noise when using long coherence length sources. Considering this additional noise is especially important for hybrid applications that use NIRS and speckle contrast simultaneously, such as in diffuse correlation spectroscopy.
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1 Introduction

Near-infrared spectroscopy (NIRS) is a technique that exploits the differential absorption of light at different wavelengths to make inferences about chromophores in a sample (typically hemoglobin within biological tissue). In the context of biomedical optics, it is usually performed at wavelengths between 600 and 1000 nm, as those minimize the absorption caused by hemoglobin and water. It has a wide range of applications, including functional brain mapping in the cognitive and psychological sciences, sports medicine, and oxygen saturation monitoring.

As the highly scattering nature of tissue prevents light from transmitting through >5 cm of tissue, most NIRS applications are performed in a reflectance geometry. In the reflectance geometry, the light source and the detector are placed on the same surface of the sample, usually at a fixed distance. The detector captures a fraction of the light backscattered by the tissue. The backscattered optical power received at a given distance is a function of wavelength and tissue composition, and thus the detected power at different wavelengths can be used to assess biologically relevant information of the tissue. The depth reached by the photons is a function of the source–detector separation as well as the tissue composition (i.e., the scattering and absorption properties of the tissue). For this reason, the source–detector separation needs to be chosen carefully based on the tissue to be studied.

Due to the highly scattering nature of tissue, the detected optical power quickly decreases as the source–detector separation increases. It is not always practical to increase the source power, so in many cases the detectors need to be sensitive enough to detect very small signals. As with any other system, the signal-to-noise ratio (SNR) needs to be larger than one in order to detect a signal. For this reason, characterizing the noise of a system is necessary to understand the limits of the measurable signals, and to be able to design more sensitive systems. Traditionally, the theory of optical measurements takes into account three different sources of noise: (1) light source stability, i.e., the fluctuations in the light intensity; (2) electronic noise, which is independent of the amount of light received, and thus usually confounded with dark noise; and (3) shot noise, which is produced by the statistical nature of the arrival of photons to the detector. As shot noise is a Poisson process, it increases with the square root of the received optical power. When shot noise is the predominant source of noise, a situation known as “shot limited,” the SNR grows at most with the square root of the received optical power.

Laser diodes (LDs) are commonly used for NIRS, as they are easily coupled into optical fibers, and their monochromatic emission makes the spectral analysis of the data more convenient. However, lasers, being coherent light sources, are subject to speckle. Speckle is a phenomenon caused by the interference of light traveling through multiple random paths. Speckle is present in all optical measurements from tissue, as the highly scattering nature of tissue randomizes the photon paths. Speckle manifests as random spatial variations of the received intensity and furthermore dynamics in the scattering sample will generally result in temporal fluctuations in speckle intensity. Although speckle is used in some applications to quantify the sample dynamics (e.g., blood flow), it is undesirable in the context of NIRS. In the extreme case of detection of a single...
speckle by a long coherence length laser, the standard deviation of these temporal fluctuations will be equal to the mean intensity of the detected light intensity. These fluctuations, if not sufficiently averaged, will result in excess noise. As a result, any noise model for optical signals should ideally include a component for speckle noise.

In this paper, we propose and validate an extended noise model for NIRS measurements in a reflection geometry that takes into account the effects of speckle. Additionally, we discuss some of the implications of this speckle noise in NIRS systems with the help of simulations.

2 Methods

2.1 Speckle Theory

Photons traveling through tissue experience random changes of direction due to scattering. Backscattered photons collected at a detector at a given source–detector separation have an associated probability density function for their path lengths traveled through the scattering sample. These photons interfere with each other and depending on the coherence length of the source light relative to the path length distribution, they might create an observable speckle pattern. The pattern itself is random and fluctuates with a time scale that depends on the dynamics of the scattering particles and the number of scattering events experienced due to the dynamic scattering particles. The electric field associated with the detected optical signal, while randomly fluctuating, has a temporal autocorrelation function modeled as

\[ g_1(t) = \exp\left(-\frac{t}{\tau_s}\right) \]

In this expression, \( \tau_s \) is the time delay and \( \tau_c \) is the speckle decorrelation time constant. The decorrelation time constant is a function of the speed of the scattering particles in the medium and the distance traveled by the photons in the medium. For photon diffusion through a tissue with blood flow, \( \tau_c \) is typically given by

\[ \tau_c = \frac{1}{6D\mu_t^2k_0^2\alpha^2}. \]  

(1)

In this expression, \( D \) is the effective diffusion coefficient of the red blood cells, \( \mu_t \) is the reduced scattering coefficient, \( k_0 \) is the wavenumber of the light, \( \alpha \) is the probability of scattering being caused by a dynamic scatterer and not by static scattering particles, and \( \rho \) is the source–detector separation. If the field autocorrelation is measured, then the decorrelation constant can be found, usually by fitting the data with the exponential model. However, it is usually not practical to measure the field temporal autocorrelation function directly, but instead the intensity temporal autocorrelation function \( g_2(t) \) can be measured. The Siegert equation describes the relation between both correlations as

\[ g_2(t) = 1 + \beta g_1(t)^2 \]

where \( \beta \) is an optical constant which depends on the source coherence length, source–detector separation, properties of the scattering medium, and the number of speckles received by the detector. \( \beta \) is usually assumed to be 1, but this is only true when a single-polarized speckle is detected that is generated by a light source with a coherence length longer than the distribution of path lengths of detected light through the scattering sample. For a laser with a random polarization, \( \beta \) is halved. Furthermore, \( \beta \) approaches zero for an incoherent light source such as a light emitting diode (LED).

We define the speckle contrast as \( K = \sigma_I/\langle I \rangle \). \( \sigma_I \) is the standard deviation of the speckle intensity, and \( \langle I \rangle \) is the mean intensity. In practice, the intensity will be measured by a photodetector with a finite area and a finite integration time \( T \). If the detector captures only one speckle (as in the case of light being delivered to a detector by a single-mode fiber) and \( T \gg \tau_c \), the speckle contrast is then reduced because of the temporal averaging of the temporal fluctuations and follows the form \( K = \sqrt{\beta\tau_c/T} \). In this case, the noise generated by speckle fluctuations is given by the following expression:

\[ \sigma_I = \langle I \rangle \sqrt{\beta\tau_c/T}. \]  

(2)

Furthermore, if the detector captures \( M \) speckles at the same time (such as in the case of light being delivered to the detector by a multimode fiber), the speckle is spatially averaged and the contrast is reduced by the square root of the number of speckles. The speckle noise is then given by

\[ \sigma_I = \langle I \rangle \sqrt{\beta\tau_c/MT}. \]  

(3)

2.2 Noise Model Including Speckle

Equation (4) is a noise model for the optical system in watts and is based on existing noise models such as the one seen in Ref. 17, but we modified it to include the contribution of speckle noise:

\[ \sigma_{\text{total}} = \sqrt{\frac{\sigma_{\text{shot}}^2}{TR_{\text{det}}(\lambda)^2} + q_c F \beta P_D + k_{\text{source}}^2 P_D^2 + \beta^2 \tau_c^2 P_D^2/M T^2}, \]  

(4)

where the first term represents the electronic noise converted to optical power at wavelength \( \lambda \). The second term models the shot noise. The third term models the noise produced by the intensity changes in the optical power of the light source. The fourth term is the speckle noise component given by Eq. (3). \( \sigma_{\text{shot}} \) is the electronic noise expressed in amperes and \( R_{\text{det}}(\lambda) \) is the responsivity of the detector at gain \( g \). \( q_c \) is the charge of an electron, \( F \) is the excess noise factor of the photodetector, and \( P_D \) is the incident optical power on the detector. \( k_{\text{source}} \) is the coefficient of variation of the light source intensity. In the particular case of the light intensity being captured by an optical fiber, the number of speckles is equal to the number of transmitted modes by the fiber, which is approximated by the expression \( M = 2(\pi a N_A/\lambda)^2 \), with \( a \) being the core radius of the fiber and \( N_A \) its numerical aperture. From Eq. (4), the SNR at full bandwidth for a CW system can be expressed as

\[ \text{SNR}=10 \log_{10} \left\{ \frac{P_D^2}{\left[\frac{\sigma_{\text{shot}}}{TR_{\text{det}}(\lambda)^2} + q_c F \beta P_D + k_{\text{source}}^2 P_D^2 + \beta^2 \tau_c^2 P_D^2/M T^2 \right]^2} \right\}. \]  

(5)

From Eq. (5), it can be seen that when \( P_D \) is large enough, the SNR reaches a limit of \( 10 \log_{10}[MT/(\beta\tau_c)] \), even for a perfectly stable light source. In other words, speckle noise sets a cap to the maximum achievable SNR, and that cap is a function of the light collection geometry, the coherence length of the laser source, the optical characteristics of the sample and the integration time.
2.3 Experimental Validation of the Model

We measured the diffuse reflectance of light from a scattering phantom with different incident powers to compare the noise levels with the predictions of our model (Fig. 1). The incident power was controlled with a neutral density filter wheel with 21 positions spanning six orders of magnitude in attenuation. For each position of the filter wheel, light was measured for 30 s with a sampling rate of 25 samples per second. The standard deviation of each time series was calculated to estimate the noise at each incident power level. The detector was an avalanche photodiode integrated into a continuous wave fNIRS system (CW6, TechEn Inc., Massachusetts). The noise was converted to the equivalent optical power by dividing it by the experimentally determined sensitivity of the system (in digital levels per watt).

We used a liquid phantom constructed from silicone thinner (Smooth-On Silicone Thinner, Pennsylvania) as the substrate. Black and white pigments (Smooth-On Silc Pig) were used to give it absorption and scattering properties similar to brain tissue at 830 nm (0.18 and 9.3 cm\(^{-1}\), respectively\(^{20}\)). The optical characteristics of the phantom at other wavelengths were known through characterization performed with a frequency domain NIRS device (MetaOx, ISS, Champaign, Illinois). As the phantom is liquid, it presented dynamic scattering due to the Brownian motion of the scattering particles. The decorrelation time constant \(\tau_c\) was 900 \(\mu s\) at the source–detector separation used (diffusion coefficient 0.033 \(\mu m^2/s\)) as measured with our home-built diffuse correlation spectroscopy (DCS) system.\(^{21}\) The illumination and detection fibers were set at a fixed distance of \(\rho = 10\) mm (center to center) and was chosen to maximize the dynamic range of the measurement while keeping the speckle contribution strong. The detector fiber had a core diameter of 200 \(\mu m\) and an NA of 0.22 (SMA step index fiber M25L05 from Thorlabs, New Jersey).

To show the effect of the coherence of the source on speckle noise, we used three different light sources custom fitted to work with the fNIRS system: an LED, an LD, and a volumetric holographic (VHG) stabilized LD. The LED operated at 850 nm (SMT730D/850D, Marubeni, Tokyo, Japan) and had very short coherence length (expected to be <8 \(\mu m\)). The LD was a Fabry–Perot LD included with the fNIRS system; it operated at 830 nm and has a short coherence length of \(\sim 40\) \(\mu m\). The VHG stabilized LD (Thorlabs LP785-SAV50) had a wavelength of 785 nm and a coherence length >10 m. All the light sources were current controlled. The \(\beta\) for each light source was calculated using the theory presented in Ref. 22 and using the parameters of our experimental geometry, the optical properties of phantom, and the coherence length of each light source. The sensitivity of the detector at each wavelength was estimated by measuring the mean signal level on the detector for a known incident optical power. The coefficient of variation of each light source was also characterized with the setup in Fig. 1, by coupling the illumination fiber to the detector fiber instead of using a phantom, eliminating the speckle contribution to noise.

2.4 Computer Simulation

We used MATLAB (Mathworks, Natick, Massachusetts) to simulate the noise model described already, which allowed us to visualize how the speckle noise changes for different source–detector separations and fiber core diameters for a typical fNIRS application. This code is freely available at https://github.com/BUNPC/SpeckleNoiseModel, along with code to generate the plots in this paper. Our simulation takes the source–detector separation and fiber core diameter as input parameters and uses them to calculate the incident power on the detector assuming the power of the light source is 5 mW, a typical value for fNIRS systems. The power per unit area incident on the detector as a function of source–detector separation is calculated from the expression found in Ref. 23.

The electronic and shot noise characteristics were modeled for a typical fNIRS system. We assumed that the light is coming from a nonpolarized coherent light source (such as the VHG laser) with \(\beta = 0.5\). It was assumed that the source drift was negligible. The NA was fixed to 0.22 for all core diameters. The calculations assumed optical characteristics similar to human tissue, including the speckle decorrelation time constant for measurements on human subjects.\(^{24}\) All the calculations assume that measurements are made with a full system bandwidth (i.e., the bandwidth is 0.5 T\(^{-1}\)). The rest of the simulation parameters are summarized in Table 1, with the exception of the number of modes \(M\), which is a function of the fiber core diameter.

![Fig. 1 Experimental setup used to validate the predictions of our noise model. Light is delivered to a phantom with dynamic scatterers through a multimode fiber, and then collected and delivered to the detector by a 200-\(\mu m\) fiber. The light intensity delivered to the phantom is controlled with a neutral density filter wheel.](https://example.com/fig1)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>(\sigma_{\text{leak}})</th>
<th>(\gamma)</th>
<th>(R_g(\lambda))</th>
<th>(F)</th>
<th>(T)</th>
<th>(D)</th>
<th>(\lambda)</th>
<th>(\mu_s)</th>
<th>(\mu_a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>3 pA</td>
<td>100</td>
<td>0.55 A/W</td>
<td>7.7</td>
<td>40 ms</td>
<td>2.5 (\mu m^2/s)</td>
<td>785 nm</td>
<td>8 cm(^{-1})</td>
<td>0.17 cm(^{-1})</td>
</tr>
</tbody>
</table>
3 Results

Figure 2 plots the noise and SNR measured through the dynamic light scattering phantom illuminated by the light sources LED, LD, and VHG (diamonds, squares, and circles, respectively). Predictions of the noise model, calculated with Eq. (4) using the parameters of our system, are shown in solid lines. Phantom measurements were consistent with the prediction of the noise model. Figure 2(a) displays the noise (converted to equivalent optical power by dividing by the sensitivity at the appropriate wavelength) for each incident power. Additionally, it shows the predominant noise component at high power for each light source (dashed lines): shot noise for the LED, source fluctuations for the LD, and speckle noise for the VHG.

Figure 2(b) plots the SNR. We can see that noise levels stay relatively constant at low incident optical power and then start increasing after the optical noise starts dominating the electronic noise. At high optical power, the slope for the noise is 0.5 for the LED and 1 for the VHG and LD. The coefficient of variation of the VHG and LD sources, i.e., $k_{\text{source}}$ from Eq. (4), had a similar value of $4.6 \times 10^{-4}$ but was one order of magnitude lower for the LED.

In Fig. 3, we present the results of our simulation for the speckle noise fraction as a function of source–detector separation and fiber diameter using as a contour plots. The color represents the percentage of the total noise variance produced by speckle at each fiber diameter and source–detector separation.
We plot fiber diameter along the vertical axis which is associated with an increasing amount of received optical power as larger fiber diameters collect more light. Increasing source–detector separation along the horizontal axis is associated with an increasing number of scattering events which decreases τs and decreasing optical power. For short source–detector separations, speckle noise dominates, even for large fiber diameters. For long source–detector separations, other noise sources dominate: electronic noise on the lower right quadrant, as optical power is very small, and shot noise on the upper right corner as optical power increases with fiber diameter. Figure 3(b) shows the SNR in decibel for the same conditions as in Fig. 3(a).

4 Discussion

Figure 2 shows the expected noise and SNR behavior for the three light sources. When the optical power is small, the electronic noise of the system dominates, and the noise level is relatively constant. Above a certain optical power threshold (around 10−10 W), optical noise becomes important and the measured noise starts increasing as a function of optical power. As the shot noise grows with the square root of the optical power, the slope in the shot noise limited regime is 0.5 on a log–log scale. However, as speckle and source noise grow linearly with optical power, there will be a threshold where they will dominate shot noise and electronic noise. We can observe this behavior in Fig. 2(a). Although the slope of the noise of the LED source is 0.5, the LD and VHG curves are growing with a slope closer to one due to speckle and source fluctuations. The effect of this slope in the SNR can be observed in Fig. 2(b). The three SNR curves grow linearly with optical power while the noise is electronic limited. The LED curve keeps growing even at high optical powers but becomes shot noise limited, growing only with a slope of 0.5. The LD and VHG curves become flat and stop growing, as predicted by Eq. (5), due to the effects of speckle noise and source power fluctuations.

In Fig. 2(a), we can also see that the predictions made with the theory fit the experimental results well. Using our model, we can quantify what percentage of the noise is caused by speckle. At high optical powers, speckle produces 5% of the total noise for the LD, but 73% for the VHG. This is consistent with the large difference in their coherence lengths (estimated to be 40 μm for the LD and 10 m for the VHG).

From Fig. 3, we can see that speckle noise dominates at short source–detector separations for optical and dynamic properties typical of measurements on human brain for a long coherence length light source. Although Fig. 3 shows the result for a very specific case, some patterns are easy to predict from the model. As speckle noise is a function of the received optical power, increasing the power of the light source while keeping all other parameters constant will increase the percentage of speckle noise, moving the contour of Fig. 3(a) to the right. Similarly, increasing τs, as is associated with slower dynamics and thus less temporal averaging, increases the speckle noise, moving the contour to the right. Although we used a diffusion coefficient D of 2.5 μm2/s for this simulation, we have experimentally observed values on humans as small as 1 μm2/s, which corresponds with roughly a 60% increase in the absolute amount of speckle noise. On the other hand, a light source with a shorter coherence length will produce less speckle and thus shift the contour to the left.

From Eq. (3), we see that the amount of speckle noise is directly proportional to the mean optical power on the detector and inversely proportional to the square root of the number of modes detected, i.e., σspeckle ∝ Pdet/√M. However, both the number of modes and the power on the detector are proportional to the square of the detector fiber radius Pdet ∝ a2 and M ∝ a2. This means that for a collection fiber geometry, the absolute amount of speckle noise grows linearly with fiber core radius.

Figure 3(b) provides some complementary information to Fig. 3(a) by showing the SNR for the different combinations of fiber diameter and source–detector separation. Due to speckle noise at short separations reducing SNR, the SNR maxima for a given fiber diameter happens at an “intermediate” source–detector separation. When the separation is small, speckle reduces the SNR; when the separation is large, low received optical power limits the SNR because of a higher shot and electronic noise contribution. The precise location of the maxima moves to the right as fiber diameter increases.

Although speckle represents a problem in the context of NIRS measurements, there are techniques such as DCS which rely on speckle contrast to make quantitative assessments of tissue dynamics, in particular blood flow. For DCS, speckle is not considered noise but it is instead the source of the signal, and thus it is desirable to maximize it. The usual strategy is using single-mode fibers to increase speckle averaging. However, from Fig. 3(a), we can see that speckle dominates at short detection separation regardless of fiber diameter. On the other hand, hypothetical hybrid techniques combining NIRS and DCS will have to take into account the effects of speckle noise for the NIRS measurement. On these systems, highly coherent light sources are desirable to increase speckle contrast and thus improve the SNR of the measurements of the sample dynamics. However, at the same time, this speckle will decrease the SNR of the NIRS measurement. Based on this, choosing a laser with an appropriate coherence length will be important to maximize the SNR of both measurements.

5 Conclusions

The theoretical framework presented in this paper provides important guidance in designing NIRS devices to optimize the SNR. As suggested by the theory and backed up by the experimental data, speckle can produce a significant amount of excess noise when making NIRS measurements using highly coherent lasers. This is a noise factor that has generally not been considered in NIRS measurements. The contribution of speckle noise easily dominates shot noise at small source–detector separations, placing an upper limit on the maximum achievable SNR, even for highly stable light sources. This means that for samples with dynamic scattering, increasing the power of the light source produces diminishing results after some point. Furthermore, as the upper limit is specific to a given geometry and sample, the only convenient way to increase it is by having a larger integration time, which ultimately reduces the maximum achievable response time of the system. On the other hand, the dominance of speckle at short source–detector separations means that applications relying on speckle, such as DCS, can potentially relax some design requirements for specific geometries by allowing for the use of larger diameter fibers.
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