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Abstract. This paper proposes an *in vivo* laparoscopic lighting system design to address the illumination issues, namely poor lighting uniformity and low optical efficiency, existing in the state-of-the-art *in vivo* laparoscopic cameras. The transformable design of the laparoscopic lighting system is capable of carrying purposefully designed freeform optical lenses for achieving lighting performance with high illumination uniformity and high optical efficiency in a desired target region. To design freeform optical lenses for extended light sources such as LEDs with Lambertian light intensity distributions, we present an effective and complete freeform optical design method. The procedures include (1) ray map computation by numerically solving a standard Monge–Ampere equation; (2) initial freeform optical surface construction by using Snell’s law and a lens volume restriction; (3) correction of surface normal vectors due to accumulated errors from the initially constructed surfaces; and (4) feedback modification of the solution to deal with degraded illumination uniformity caused by the extended sizes of the LEDs. We employed an optical design software package to evaluate the performance of our laparoscopic lighting system design. The simulation results show that our design achieves greater than 95% illumination uniformity and greater than 89% optical efficiency (considering Fresnel losses) for illuminating the target surgical region.
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1 Introduction

The development of *in vivo* laparoscopic cameras, which can be inserted in the abdominal cavity through a small incision and provide real-time visual feedback for surgeons, has been an important on-going research topic to improve medical performance for minimally invasive surgery (MIS). Compared with conventional rigid long-stick laparoscopic video systems, the benefits of employing *in vivo* laparoscopic cameras include: (1) better triangulation capabilities and wider field of view (FOV); (2) less internal/external collisions with other surgical instruments; (3) unrestricted intra-abdominal manipulation and more intuitive control; and (4) no need of a dedicated port that reduces abdomen tissue damages.

Although *in vivo* laparoscopic cameras feature the advantages mentioned above, they are still in their infancy for real MIS tasks. One of the major issues that impedes the *in vivo* cameras from being practical is their inferior imaging performance due to three main reasons. First, the sizes of imaging sensors and optical lenses applied in *in vivo* cameras are limited by the compact dimensions of the cameras. It is a great challenge to achieve imaging resolutions comparable to the off-the-shelf conventional laparoscopic cameras, such as Stryker HD 3-Chip series cameras, the Olympus 4K Camera, etc. Second, lighting systems play a crucial role in determining the quality of surgical images beyond the imaging sensors themselves. The state-of-the-art *in vivo* laparoscopic cameras employ bare LEDs or LEDs combined with poorly designed reflectors. The uncontrollable light beams therefore either waste most of their energy to illuminate areas outside the camera’s FOV or result in bright center and dark margins in the plane of an imaging sensor. In contrast, the conventional laparoscopic video systems introduce external xenon/LED light sources into abdominal cavities via fiber-optics inside the rods. Illumination optical designs are usually only applied to the rods to improve energy efficiency and illumination uniformity. Last, due to the commercialization of conventional laparoscopic video systems, image processing software is well developed with sophisticated image enhancement techniques, which further increase the gap between *in vivo* laparoscopic cameras and conventional laparoscopic video systems.

The objective of this paper is to propose a solution for addressing the illumination issues existing in the state-of-the-art *in vivo* laparoscopic cameras. We aim at pushing *in vivo* laparoscopic cameras to take one step forward toward practical use in MIS. There are two major challenges for achieving this goal. The first challenge is the deployment of light sources and non-imaging optical lenses in an *in vivo* laparoscopic camera, whose outer diameter is limited by a trocar’s inner diameter (3 to 30 mm). Considering the common deployment of LEDs that surrounds an imaging sensor, it will be difficult to install an additional optical system for the LEDs in such a small area for uniform illumination. In addition, the coaxial configuration of an imaging sensor and light sources results in the lack of shadow depth cues in output two-dimensional (2-D) images. In some cases, shadow depth cues are desired by surgeons to compensate for degraded visual information and improve surgical performance. The second challenge is the design of non-imaging optics for the light sources. The lighting system should...
satisfy the following requirements: (1) uniform illuminance distribution on a target surgical area; (2) high optical efficiency, which means maximally projecting light rays only inside a camera’s FOV; and (3) compact design to fit in the limited space of an in vivo laparoscopic camera.

In this paper, we propose a transformable design of an in vivo laparoscopic camera system that is able to carry well-designed freeform optical lenses. We also develop an effective freeform optical lens design method for the LEDs to achieve desired illumination on target surgical areas. As conceptually shown in Fig. 1, the device is delivered into the abdominal cavity with the folded mode, as shown in Fig. 1(b). The device transformation is activated to expose the lighting system and the imaging system in the abdominal cavity after the device is magnetically anchored inside the abdominal wall, as shown in Fig. 1(c). It is a crucial task to design freeform optical lenses that can be harbored on the wings [Fig. 1(a)-③] and can meet the lighting requirements discussed previously. To generate a smooth freeform optical surface, the integrability condition of optical surface normal vectors\(^\dagger\) needs to be enforced. Although the nonstandard Monge–Ampere equation, which governs the freeform lens design problem,\(^\dagger\) can guarantee such integrability condition, it is very difficult to compute a convergent solution. Instead, we propose an efficient ray-mapping-based method to generate a smooth freeform surface for the lighting system. A ray map between the light source and the target area can be formulated in an \(L^2\) Monge–Kantorovich problem and governed by a standard Monge–Ampere equation. We introduce an effective numerical method to solve the standard Monge–Ampere equation. This method employs a sequence of higher order quasilinear PDEs to approximate the solution of the lower order nonlinear PDEs (the standard Monge–Ampere equation).\(^\dagger\)\(^\dagger\) Based on a computed ray map, an initial optical surface can be constructed by Snell’s law.\(^\dagger\)\(^\dagger\) This initial surface construction method suffers accumulated errors on the surface’s normal vectors. For improving the optical design performance, we propose an iterative optimization technique to correct the initial surface. To reduce the distortion from extended sizes of LEDs, we employ a feedback modification method to improve illuminance uniformity. Our proposed freeform optical design method features an easy-to-implement numerical solver, fast convergent speed, and optimized optical performance that have been verified using an optical design software package. This method is not only very effective to design the lighting system for the in vivo laparoscopic camera but it also can serve as a general purpose freeform surface design method for other related applications.

2 Method

In this section, we first briefly describe our in vivo robotic laparoscopic system design, its application scenario, and discuss the design requirements of the lighting system. Then, we elaborate our proposed freeform optical design method to achieve the lighting requirements.

2.1 Configuration of In Vivo Laparoscopic System

Figure 1 shows the configuration of the in vivo laparoscopic system for MIS, which consists of a camera module (a)-⑧, a lighting system (a)-⑨, actuation mechanisms for the robot’s transformation (a)-⑤⑥⑦, and orientation control (a)-③④, and a magnetic anchoring unit (a)-⑧⑨ paired with an external magnetic holder for affixing the robot against the inner side of an abdominal wall.

The outer diameter of the folded mode [Fig. 1(b)] is designed as 17 mm, which can fit in a trocar with 20 mm sleeve diameter.\(^\dagger\)\(^\dagger\) An external magnetic holder navigates the inserted robotic platform to a desired location and anchors it inside the abdominal wall, as shown in Fig. 1(c). Then, the wings [Fig. 1(a)-③] are extended to expose the camera module and the lighting system inside the abdominal cavity for visualizing the surgical area. Imaging data are transmitted to display on a monitor screen for guiding surgical tasks.

2.2 Design Requirements of Lighting System

To help with clearly discussing the design requirements of the lighting system, we use the CMOS imaging sensor OV7850\(^\dagger\)\(^\dagger\) and a pin-hole lens with FOV 48 deg in horizontal and 36 deg in vertical as a benchmark setup. The selected imaging sensor is with a sensitivity of 16 V/lux-s, an imaging array size of 752 × 548, and a pixel size of 6.0 μm × 6.0 μm. To enable
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**Fig. 1** Conceptual illustration of the transformable in vivo robotic laparoscopic lighting system. (a) The extended mode of the lighting system; (b) the folded mode; and (c) an application scenario of the lighting system.
a comparable camera system in proper working condition, a maximum illuminance of 4000 lx on the target illuminated area is operated at a distance of 50 mm. The number of light rays entering the imaging sensor heavily depends on the form of an illuminated area and is difficult to characterize and control. To ensure sufficient light that enters the imaging sensor, we conservatively require the minimum illuminance to be 10,000 lx at a distance of 100 mm. The illumination radius is set as 80 mm to contain the camera’s FOV when the camera-to-target distance is 100 mm. To uniformly achieve the illuminance of 10,000 lx within the area, the minimum total luminous flux of the lighting system is calculated to be 200.96 lm. The lighting requirements are summarized in Table 1.

### Table 1 Specifications of lighting requirements.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Illuminance (at 100 mm)</td>
<td>10,000</td>
<td>lx</td>
</tr>
<tr>
<td>Illumination radius (at 100 mm)</td>
<td>80</td>
<td>mm</td>
</tr>
<tr>
<td>Total luminous flux</td>
<td>200.96</td>
<td>lm</td>
</tr>
<tr>
<td>Illumination distance</td>
<td>50 to 100</td>
<td>mm</td>
</tr>
</tbody>
</table>

Benefiting from the state-of-the-art high efficiency tiny LEDs, e.g., Cree Xlamp XQ-E (1.6 mm × 1.6 mm × 0.8 mm, 128 lm at 2.9 V and 350 mA), Nichia NCSWE17A (1.7 mm × 1.7 mm × 0.3 mm, 118 lm at 3.0 V and 350 mA), only one or two of such LEDs can satisfy the luminous flux requirements in Table 1.

Optical lenses are considered to have better performance on light beam control than reflectors. Our proposed in vivo laparoscopic lighting system uniquely provides the feasibility to integrate optical lens with the LEDs for highly efficient, uniform illumination on target surgical areas. Figure 2 conceptually shows the configuration of the lighting system. Three LEDs are separately installed on three wings to compensate for energy loss in the lighting system. One actuator drives the wings to reach a common opening angle β. For each LED, all the light rays should be redirected and uniformly distributed on the illuminated area by applying a freeform optical lens, as shown in Fig. 2(a). In addition, all the freeform lenses should be able to fit in the folded mode, as shown in Fig. 2(b).

Therefore, the key problem of this research can be recognized as how to design a proper freeform optical lens for each LED to redirect the light beams to be uniformly distributed on a target surgical area. In this paper, we contribute an effective method to solve this problem, which is detailed in the following sections.

### 2.4 Related Work of Freeform Optical Lens Design

The freeform optical design problem is usually approached under the assumption of using a zero-étendue source (point source) and governed by a nonstandard Monge–Ampere equation, which is a second-order nonlinear PDE. However, due to the high nonlinearity of the nonstandard Monge–Ampere equation, it is very difficult to find an effective and easy-to-implement numerical method to compute a convergent solution.

Alternative methods are developed to avoid solving the nonstandard Monge–Ampere equation directly, such as the supporting quadratics methods. However, as the number of quadratics grows, the computational cost goes up quickly. The ray-mapping method is another effective way to design freeform lenses, which basically follows two steps: (1) ray map generation and (2) optical surface construction. The main challenge in the ray-mapping method is to enforce integrability conditions on normal vectors of constructed optical surfaces. This ray-mapping requirement can be formulated in an L^2 Monge–Kantorovich problem, which can be equivalently represented by a standard Monge–Ampere equation. The ray-mapping computation methods, however, are either hard to numerically implement or tricky to get a convergent solution. In this paper, we contribute an effective ray-mapping method for freeform lens design. This method features fast convergence speed and easy numerical implementation. Based on the computed ray map, a freeform optical surface is constructed by the following procedures, which include an initial freeform optical surface construction, correction of normal vectors on the freeform surface, and feedback modification of desired target region illuminance distribution. The detailed design method is elaborated in the following sections.

### 2.5 Design Framework of Freeform Optical Lens

Figure 3 shows the framework of our proposed freeform optical lens design method for the in vivo laparoscopic lighting system. The design requirements, the LED’s luminous intensity distribution $I_\text{LED}(\theta, \phi)$, and the desired illuminance distribution $E_\text{target}(x, y)$ on a target region are initialized as the design inputs. The ray-mapping method proposed in Sec. 2.6 requires both the LED and the illuminated area to be represented in the forms of illuminance distributions. The conversion of representing the LED from luminous intensity distribution $I_\text{LED}(\theta, \phi)$ to illuminance distribution $E_\text{LED}(\xi, \eta)$ is detailed in Sec. 2.7. According to the computed ray map, an initial freeform optical surface is constructed in Sec. 2.8.1. To reduce accumulated errors of normal vectors on the freeform surface, a freeform surface correction method is proposed in Sec. 2.8.2. Due to the fact that the LEDs are extended light sources, the solution derived in the initial design...
will be degraded since a point light source is assumed in the design of freeform optical lenses. A feedback modification procedure introduced in Sec. 2.8.3 is employed to address this issue. A few iterations of the feedback modification are required to generate the final design of the freeform optical lens.

### 2.6 Ray-Mapping Method

Let $E_i(\xi, \eta)$ and $E_s(x, y)$ represent the LED’s illuminance distribution and the prescribed target illuminance distribution, respectively. As shown in Fig. 4, our objective is to find the ray-mapping function $\check{x} = \phi(\zeta)$ that transfers $E_s$ to $E_i$, where $\zeta = (\xi, \eta)$ and $\check{x} = (x, y)$ are Cartesian coordinates confined in the source domain $\Omega_s$ and the target domain $\Omega_t$. The above statements are recognized as a special case of the $L^2$ Monge–Kantorovich problem. Under the assumption that there is no energy lost in transport, $\phi$ should satisfy

$$\int_{\Omega_t} E_s(\check{x}) d\check{x} = \int_{\Omega_s} E_i(\zeta) d\zeta. \tag{1}$$

According to the mapping $\check{x} = \phi(\zeta)$, Eq. (1) can be represented as

$$E_i[\phi(\zeta)] \det[\nabla \phi(\zeta)] = E_s(\zeta). \tag{2}$$

Brenier’s theorem\textsuperscript{35} states that there exists a unique solution $\phi = \hat{\phi}$ to an $L^2$ Monge–Kantorovich problem, which can be characterized as the gradient of a convex potential $\hat{\phi} = \nabla u$. Substitute $\nabla u$ in Eq. (2), then $u$ is a solution of the standard Monge–Ampere equation

$$E_i[\nabla u(\zeta)] \det \nabla^2 u(\zeta) = E_s(\zeta). \tag{3}$$

### 2.6.1 Method for solving standard Monge–Ampere equation

It is observed that a weak solution of a lower order nonlinear PDE can be approximated by a sequence of higher order quasilinear PDEs.\textsuperscript{18} To approximate the solution of a standard Monge–Ampere equation, which is a second-order nonlinear PDE, a biharmonic operator with fourth-order partial derivatives is a good option.\textsuperscript{19} The approximated solution $u^c$ of Eq. (3) can thus be computed from

$$-\epsilon \Delta^2 u^c + E_i[\nabla u^c(\zeta)] \det \nabla^2 u^c(\zeta) - E_s(\zeta) = 0. \tag{4}$$
where \( e > 0 \) and \( \lim_{i \to 0^+} u^r \) is a moment solution if the limit exists. The inner points of \( \Omega_s \) should satisfy Eq. (4). The points on the boundary \( \partial \Omega_s \) of \( \Omega_s \) should be mapped to the boundary \( \partial \Omega_t \) of \( \Omega_t \). According to \( \hat{\delta} = \nabla u^r(\zeta) \), a Neumann boundary condition (BC) can be formulated as

\[
f(\nabla u^r(\zeta)) = 0,
\]

where \( f \) is the mathematical representation of the shape of \( \partial \Omega_t \). In combining Eqs. (4) and (5), the ray map can be computed from the following quasi-linear PDE and BC:

\[
\begin{cases}
-\varepsilon \Delta^2 u^r + E_s(\nabla u^r(\zeta)) \nabla^2 u^r(\zeta) - E_s(\zeta) = 0, & \zeta \in \Omega_s, \\
\text{BC: } f(\nabla u^r(\zeta)) = 0, & \zeta \in \partial \Omega_s.
\end{cases}
\]

(6)

The discretization of first-order and second-order partial derivatives in Eq. (8) adapts the central finite difference method on the inner region of \( \Omega_s \), and the forward/backward finite difference method on the boundary region \( \partial \Omega_s \) with second-order truncation errors. The discretization of the biharmonic term \( \Delta^2 u^r \) in Eq. (8) can be achieved by a 13-point stencil

\[
\Delta^2 u^r = \frac{1}{h^2} \left[ 20u^r_{i,j} - 8(u^r_{i+1,j} + u^r_{i-1,j} + u^r_{i,j+1} + u^r_{i,j-1}) \\
+ 2(u^r_{i+1,j+1} + u^r_{i-1,j+1} + u^r_{i-1,j-1} + u^r_{i+1,j-1}) \\
+ (u^r_{i+2,j} + u^r_{i+1,j+2} + u^r_{i+1,j-2} + u^r_{i,j+2} + u^r_{i,j-2}) \right],
\]

(9)

where we represent \((\xi, \eta)\) as \((i, j)\) for short. However, undefined points are introduced when the near-boundary points are discretized using the 13-point stencil in Eq. (9). Figure 5 demonstrates an example that the center of a 13-point stencil \( u^r_{i,j} \) (marked by the red dot) locates in the near-boundary region. In this case, \( u^r_{i+2,j}, u^r_{i-2,j}, u^r_{i,j+2}, u^r_{i,j-2} \) are required, which can be computed using the following formulas:

\[
\begin{align*}
\left| u^r_{i+2,j} - u^r_{i,j} \right| &= 2h \left| \frac{\partial u^r}{\partial \xi} \right|_{i,j+1} + O(h^2), \\
\left| u^r_{i-2,j} - u^r_{i,j} \right| &= 2h \left| \frac{\partial u^r}{\partial \xi} \right|_{i,j-1} + O(h^2), \\
\left| u^r_{i,j+2} - u^r_{i,j} \right| &= 2h \left| \frac{\partial u^r}{\partial \eta} \right|_{i,j+1} + O(h^2), \\
\left| u^r_{i,j-2} - u^r_{i,j} \right| &= 2h \left| \frac{\partial u^r}{\partial \eta} \right|_{i,j-1} + O(h^2),
\end{align*}
\]

(10)

2.6.2 Numerical technique for computing ray map

The ray map \( \nabla u^r \), which is governed by Eq. (6), is computed by the procedures shown in Fig. 3 “ray map generation.” The main idea of the proposed numerical technique is to iterate the approximated \( u^r \) by updating \( e \). To be specific, \( e \) is set as a sequence of gradually reduced constant values, e.g., 1, 10^{-1}, 10^{-2}, and so on. In each iteration, an initial guess \( u^r \) is first provided either by the output \( u^r \) of the last iteration or manually selected (in the first iteration). The number of iterations depends on the value of \( e \) in the sequence. We can start the iteration with \( e = 1 \) to approximate the solution \( u^r \) of Eq. (3). When \( e \) approaches 0, Eq. (4) is equivalent to Eq. (3). But it does not mean that the best approximated solution \( u^r \) can be found when we finalize \( e \) as 0 in the iteration procedure.

The error of \( \|u - u^r\|_F \) is bounded by

\[
\|u - u^r\|_F \leq \|u - u^r\|_F + \|u^r - u_k\|_F,
\]

(7)

where \( u_k \) denotes the numerical solution of Eq. (6) with a mesh size \( h \). The final value of \( e \) in Eq. (6) is related to \( h \) for achieving optimized convergent speed and minimum error. This relationship depends on the norm to be used. According to the numerical experiments analyzed in Ref. 36, the minimum global error can be achieved when \( e = h, \|u - u^r\|_F \). To numerically discretize Eq. (6), the quasi-linear PDE and the BC are reformulated as

\[
\begin{cases}
\left( \xi, \eta \right) \in \Omega_s \\
\left( \xi, \eta \right) \in \partial \Omega_s,
\end{cases}
\]

(8)

\[
\begin{align*}
\left| u^r_{i+2,j} - u^r_{i,j} \right| &= 2h \left| \frac{\partial u^r}{\partial \xi} \right|_{i,j+1} + O(h^2), \\
\left| u^r_{i-2,j} - u^r_{i,j} \right| &= 2h \left| \frac{\partial u^r}{\partial \xi} \right|_{i,j-1} + O(h^2), \\
\left| u^r_{i,j+2} - u^r_{i,j} \right| &= 2h \left| \frac{\partial u^r}{\partial \eta} \right|_{i,j+1} + O(h^2), \\
\left| u^r_{i,j-2} - u^r_{i,j} \right| &= 2h \left| \frac{\partial u^r}{\partial \eta} \right|_{i,j-1} + O(h^2),
\end{align*}
\]

(10)

Fig. 5 Discretization of the biharmonic term at the near-boundary region.
The numerical discretization of Eq. (8) results in a set of nonlinear equations that can be represented in the form of

\[ F(U^c) = 0, \]

(11)

where \( U^c \) denotes a vector of variables \( u^c \). The Newton’s method is chosen as the numerical solver [Fig. 3(d)] to compute \( u^c \) [Fig. 3(e)]. Figure 3(f) compares the \( e \) in the current iteration with \( e_{\text{min}} = h \). If \( e > e_{\text{min}} \), the initial \( u^c \) and \( e \) in Fig. 3(a) will be updated with the computed \( u^c \) and a decreased \( e \). Otherwise, the final ray map [Fig. 3(h)] will be computed using the gradient of the numerical solution \( U^c \) from the current iteration.

2.7 Luminous Intensity to Illuminance Conversion

The ray-mapping technique proposed in the previous section requires to use the illumination distribution \( E_i \) of the LED. However, the LED employed in this work is a Lambertian light source, which is usually described by a luminous intensity distribution \( I = I_0 \cos \theta \) (unit: \( \text{lm} \cdot \text{sr}^{-1} \)) in a hemispherical space. \( \theta \) denotes the polar angle of light ray, and \( I_0 \) represents the luminous intensity at \( \theta = 0 \) deg. We apply the stereographic projection technique\(^7\) to convert the source’s luminous intensity to the illumination distribution, which is defined on a plane. The main idea of this method is to project the light energy with an emitting direction \( \mathbf{SP} = (x_o, y_o, z_o) \) onto the \( \xi - \eta \) plane at coordinates \( \zeta = (\xi, \eta) \), as shown in Fig. 6. The final form of the illumination distribution \( E_i(\xi, \eta) \) on the \( \xi - \eta \) plane is represented as

\[ E_i(\xi, \eta) = \frac{4I_0(1 - \xi^2 - \eta^2)}{(1 + \xi^2 + \eta^2)^3}, \]

(12)

where \( \xi^2 + \eta^2 \leq 1 \). For the grid points \( \xi^2 + \eta^2 \geq 1 \), we define \( E_i(\xi, \eta) = 0 \).

2.8 Freeform Optical Surface Construction

2.8.1 Initial surface construction

Based on the computed ray map, each pair of coordinates \( (\xi_i, \eta_j) \) in \( \Sigma^i \) \( \{x_i, y_i, z_i\} \) on the source grid can be mapped to a point \( \mathbf{T}_{ij} = [x_i', y_i', z_i'] \) in \( \Sigma^j \{x_g, y_g, z_g\} \) on the target plane, where \( i \) and \( j \) represent discretization indices of the light source. According to the rotation matrix \( \mathbf{R} \) and the translational vector \( \mathbf{T} \) between \( \Sigma^G \) and \( \Sigma^L \), \( \mathbf{T}_{ij} \) can be represented as \( \mathbf{T}_{ij} \) in \( \Sigma^L \), as shown in Fig. 7(b). A unit incident ray vector from the light source is defined by \( \mathbf{I}_{ij} = (x_{ui, ij}, y_{ui, ij}, z_{ui, ij}) \), where \( x_{ui, ij}, \ y_{ui, ij}, \) and \( z_{ui, ij} \) are functions of \( (\xi_i, \eta_j) \). We employ an easy-to-implement surface construction method\(^20\) to design an initial optical surface for the light source. The main idea of this method is to first construct one curve with a sequence of points \( \mathbf{p}_{1,1}, \ldots, \mathbf{p}_{n,n} \), as shown in Fig. 7(a)-(i). Then, the generated curve is used to compute the surface points along the direction in Fig. 7(a)-(o).

As shown in Fig. 7(a), we define \( \mathbf{O}_{ij} \) as a unit out-going ray from the optical surface, and formulate it as

\[ \mathbf{O}_{ij} = \frac{\mathbf{T}_{ij} - \mathbf{p}_{ij}}{||\mathbf{T}_{ij} - \mathbf{p}_{ij}||}, \]

(13)

where \( \mathbf{p}_{ij} \) denotes a point to be constructed on the surface. In Fig. 7(a)-(o), considering the desired lens dimensions, an initial point \( \mathbf{p}_{1,1} \) can be manually selected according to a desired lens volume. Thus, \( \mathbf{O}_{1,1} \) is calculated with Eq. (13). The normal vector at \( \mathbf{p}_{ij} \) can be computed by Snell’s law

\[ \mathbf{N}_{ij} = \frac{n_0 \mathbf{O}_{ij} - n_1 \mathbf{I}_{ij}}{n_0 ||\mathbf{O}_{ij} - n_1 \mathbf{I}_{ij}||}, \]

(14)

where \( n_0 \) denotes the refractive index of the medium surrounding the lens, and \( n_1 \) represents the refractive index of the lens. The coordinates of the next point \( \mathbf{p}_{i,j} \) on the curve is computed by solving the intersection point between the light ray \( \mathbf{I}_{i,j} \) and the plane defined by \( \mathbf{p}_{1,1} \) and \( \mathbf{N}_{1,1} \). The curves in direction \( \varnothing \) can be computed using the points on the first curve as initial points.

2.8.2 Correction of surface normal vectors

Although this method provides an easy way to construct the freeform surface with required lens dimensions, it cannot guarantee that the computed normal vector \( \mathbf{N}_{ij} \) at \( \mathbf{p}_{ij} \) are perpendicular to the vectors between \( \mathbf{p}_{ij} \) and its adjacent points \( \mathbf{p}_{i,j+1} \), as shown in Fig. 7(b) due to accumulated errors. To address this problem and improve the illumination performance, we introduce an iterative optimization technique to correct the constructed initial surface for better fitting the normal vectors.\(^8\) Ideally, if the surface mesh is fine enough, a surface point \( \mathbf{p}_{ij} \) and the normal vector \( \mathbf{N}_{ij} \) at this point should satisfy the following constraints:

\[ (\mathbf{p}_{i+1,j} - \mathbf{p}_{ij}) \cdot \mathbf{N}_{ij} = 0, \]

(15)

\[ (\mathbf{p}_{i,j+1} - \mathbf{p}_{ij}) \cdot \mathbf{N}_{ij} = 0. \]

(16)

Assume the optical surface is constructed by \( N \) points. By substituting \( \mathbf{p}_{ij} \) with \( \mathbf{p}_{ij} \mathbf{I}_{ij} \) in Eqs. (15) and (16), we have \( N \) constraints \( F_1, \ldots, F_N \)

\[ F_k(\rho) = \left[ (\rho_{i+1,j} \mathbf{I}_{i+1,j} - \rho_{ij} \mathbf{I}_{ij}) \cdot \mathbf{N}_{ij} \right] + \left[ (\rho_{i,j+1} \mathbf{I}_{i,j+1} - \rho_{ij} \mathbf{I}_{ij}) \cdot \mathbf{N}_{ij} \right] = 0, \]

(17)

where \( k = 1, \ldots, N, \rho_{ij} \) denotes the distance between \( \mathbf{S} \) and the surface point \( \mathbf{p}_{ij} \). The nonlinear least-squares method is employed to minimize \( F(\rho)^2 + \ldots + F_N(\rho)^2 \) with \( \rho_{ij} \) as variables. Updated normal vectors \( \mathbf{N}_{ij} \) are computed according to Eq. (14) using the optimized \( \rho \) in the current iteration and the ray map. Iterations proceed to compute new \( \rho \) until the
Fig. 7 Optical surface construction method. (a) Initial freeform surface construction and (b) optical surface optimization.

Fig. 8 Simulation setups for evaluating the freeform optical design method. (a) On-axis test: the axis of the LED coincides with the axis of target lighting regions, which are circular and square shapes in this test; (b) off-axis test: offsets $\Delta d = 5$ mm, 10 mm, and 15 mm are between the axis of the LED and the axis of the target area. In this test, only circular target region is employed; (c) LED luminous intensity distribution from the LED's data sheet; and (d) the converted LED illuminance distribution using the method in Sec. 2.7.
computed surface points satisfy the convergence condition \( \| \rho_t - \rho_{t-1} \| < \delta \), where \( t \) represents the current iteration number, and \( \delta \) is the stopping threshold value. Finally, the optical surface can be represented using the freeform surface points with non-uniform rational basis spline.\(^3\)

2.8.3 Feedback modification

Due to the zero-étendue source assumption, illuminance uniformity will be degraded using the LEDs with the extended sizes, especially in the case of designing small-volume optical lenses. This issue can be mitigated by employing a feedback modification method.\(^3\) Denote \( E_t(x, y) \) as the desired illuminance distribution on a target region, \( \tilde{E}_t(x, y) \) as the simulation result of illuminance distribution by applying the freeform lenses. The modified desired illuminance distribution \( E^M_t(x, y) \) for the next iteration can be defined as

\[
E^M_t(x, y) = \frac{E_t(x, y)}{\tilde{E}_t(x, y)}. \quad (18)
\]

As shown in the design framework in Fig. 3, illumination performance is evaluated in each iteration to check if a satisfiable illuminance uniformity is achieved. If yes, the freeform optical lens design is completed. Otherwise, another iteration will be executed to modify the surface of the freeform lenses.

3 Results

3.1 Evaluation of Freeform Optical Lens Design Method

In this section, we evaluate the performance of the freeform optical lens design method for the in vivo laparoscopic lighting system. Figures 8(a) and 8(b) show on-axis and off-axis tests, which were conducted separately using an optical design software package (TracePro, Lambda Research Corp.) to investigate the effectiveness of our optical design method in different application scenarios. We employed polymethyl methacrylate (PMMA) as the lens material with a refractive index of 1.49, and Nichia NCSWE17A LEDs\(^4\) with a luminous flux of 118 lm. To verify that our proposed method is flexible and capable of designing freeform optical lenses for illuminating

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Evaluation specifications of the freeform optical design method.</th>
</tr>
</thead>
<tbody>
<tr>
<td>LED</td>
<td>1.7 mm × 1.7 mm × 0.3 mm, 118 lm</td>
</tr>
<tr>
<td>Lens</td>
<td>Material</td>
</tr>
<tr>
<td></td>
<td>PMMA</td>
</tr>
<tr>
<td>Target region</td>
<td>Circular radius</td>
</tr>
<tr>
<td></td>
<td>( R = 80 \text{ mm} )</td>
</tr>
<tr>
<td>Source to target distance</td>
<td>100 mm</td>
</tr>
<tr>
<td>Mesh dimensions</td>
<td>( 81 \times 81, \xi \in [-1,1], \eta \in [-1,1], h = 0.025 )</td>
</tr>
</tbody>
</table>

**Fig. 9** On-axis ray maps of circular and square target regions computed with \( \epsilon = 1, 0.5, \) and 0.025 by using \( 81 \times 81 \) mesh grids. For the purpose of clear visualization, we interpolate the meshes into \( 61 \times 61 \) in this figure.
Fig. 10 Convergent speeds of ray-mapping computations. (a)–(c) and (d)–(f) The convergent speeds in the cases of the circular area and the square area with $\epsilon = 1, 0.5, \text{ and } 0.025$, respectively.

Fig. 11 On-axis freeform lens design for two different illumination patterns. (a) and (b) The profiles of the lenses for a circular area and a square area, respectively. (c) and (d) The illuminance uniformities performed by (a) and (b) separately on the target planes.
target areas with different patterns, we set the target area with a circular pattern and a square pattern for the on-axis illumination tests. The detailed specifications are summarized in Table 2.

### Table 3: Optical performances of on-axis tests.

<table>
<thead>
<tr>
<th>Target regions</th>
<th>Optical efficiency</th>
<th>Average illuminance</th>
<th>Illuminance uniformity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circular</td>
<td>88.3%</td>
<td>5,682.73 lx</td>
<td>96.47%</td>
</tr>
<tr>
<td>Square</td>
<td>91.2%</td>
<td>4,648.19 lx</td>
<td>94.23%</td>
</tr>
</tbody>
</table>

#### 3.1.1 Ray map computation

We first convert the luminous intensity distribution of the LED [Fig. 8(c)] to a normalized illuminance distribution [Fig. 8(d)].

![Fig. 12](https://www.spiedigitallibrary.org/journals/Journal-of-Biomedical-Optics) Off-axis freeform lens design for a circular illumination area. (a)–(c) demonstrate of the designed freeform lens profile and illumination test results when the offset distance $\Delta d = 5$ mm. Similarly, (d)–(f) and (g)–(i) demonstrate the lens design profiles and test results when $\Delta d = 10$ mm and $\Delta d = 15$ mm respectively.
The computation domain of the LED $\xi \in [-1,1], \eta \in [-1,1], \epsilon$ is then discretized by $81 \times 81$ mesh grids. The mesh size $h = 0.025$ determines the minimum $\epsilon = 0.025$ according to our ray-mapping algorithm. As shown in Fig. 9, we selected a sequence of $\epsilon$ as 1, 0.5, 0.025 to approximate the numerical solution of the ray maps. For validating the effectiveness of the ray map generation method, we demonstrate the intermediate ray map results that are computed with $\epsilon = 1, 0.5, 0.025$. The ray maps computed with $\epsilon = 0.025$ are used to generate initial surfaces of freeform optical lenses for the LEDs.

Figure 10 shows the convergent speeds of our proposed ray map generation method. The convergent speeds are characterized by residual values of $\|F\|_2$ in Eq. (11) and iteration times. The unit of residual value $\|F\|_2$ of Eq. (11) is millimeter. Considering that the state-of-the-art highest manufacturing accuracy for a freeform optical lens is at the level of submicrometer ($10^{-4}$ mm), we conservatively set the convergence threshold at subnanometer ($10^{-7}$ mm). We observed that in all the tests, $\|F\|_2$ can achieve the values of order $10^{-7}$ within 10 iterations.

### 3.1.2 On-axis tests of freeform optical lens design

Figure 8(a) shows the simulation setup of on-axis tests for the freeform optical lens design. A circular target region with a radius $R$ of 80 mm and a square target region with a side length $2R$ of 160 mm are employed for the on-axis tests. The illumination distance from the LED to the target region center is set as $D = 100$ mm. Figures 11(a) and 11(b) demonstrate the designed lens profiles with labeled dimensions. Figures 11(c) and 11(d) show the simulated illuminance distributions on the target regions. The optical efficiencies of the freeform lenses are 88.3% and 90.5%, respectively, with considering Fresnel losses. The illuminance uniformities can be quantified by

\[
\text{Uniformity} = \left(1 - \frac{\sigma}{\mu}\right) \times 100, \quad (19)
\]

where $\sigma$ and $\mu$ are the standard deviation and mean of collected illuminance data, respectively. The optical performance of the on-axis tests is detailed in Table 3.

### 3.1.3 Off-axis tests of freeform optical lens design

The simulation setup of the off-axis tests is shown in Fig. 8(b). The illuminated region is set as a circular region with a radius $R$ of 80 mm. The distance from the LED to the target plane is set as $D = 100$ mm. Axis offsets $\Delta d = 5$ mm, 10 mm, and 15 mm are introduced to evaluate the optical performance when the LED’s axis and the target region’s axis are not coincided. To construct freeform optical surfaces in this more generalized case, a transformation matrix is required to convert the ray map from the global coordinates to the LED’s local coordinates. Figure 12 shows the designed lens profiles and the simulated illuminance results for each case. Due to the axis offsets, the optical lenses are no longer symmetric. So, we provide front and side views of the lenses, as shown in Figs. 12(a), 12(d), and 12(g). Figures 12(b), 12(e), and 12(h) show the simulated illuminance distributions on the circular target region. The optical efficiencies of the freeform lenses are 88.06%, 87.74%, and 88.15%, respectively, with considering Fresnel losses. Figures 12(c), 12(f), and 12(i) show the illuminance uniformities along horizontal and vertical directions in the lighting regions. We summarize the optical performance of the off-axis tests in Table 4.

### 3.2 Integration and Evaluation of In Vivo Laparoscopic Lighting System

Hitherto, we have verified the effectiveness of our proposed freeform optical lens design method. In the following, we demonstrate the evaluation of the in vivo laparoscopic lighting system to achieve desired lighting requirements indicated in Table 1.

#### 3.2.1 Final design of LEDs’ freeform optical lenses

Recall the configuration of the lighting system in Fig. 2. The lens installation position $L$ on the wings is set as 20.5 mm. The open angle of the wings is set as $\beta = 80$ deg for the extended mode. In the design, we set the lens volume with the maximum radial length $\rho_{\text{max}}$ of 5.4 mm that guarantees the three lenses can fit in the robotic camera. The initial illumination distance $D$ is set as 100 mm. The radius of the target circular area $R$ is set as 80 mm. The specifications of the freeform optical lens design for the laparoscopic lighting system are summarized in Table 5.

Figure 13 shows the three-dimensional (3-D) design of the in vivo laparoscopic lighting system. Figure 13(a) shows the three views of the freeform lens. Figure 13(b) demonstrates the compactness of the lens, which satisfies the lens volume restriction. Figure 13(c) shows the integration of a lens and an LED in one wing. Figure 13(d) shows the 3-D structure of an assembled laparoscopic lighting system.

#### 3.2.2 Specifications of the lighting system setup

<table>
<thead>
<tr>
<th>Light sources</th>
<th>Nichia NCSWE17A, 118 lm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lens material</td>
<td>PMMA, refractive index 1.49</td>
</tr>
<tr>
<td>Lens maximum radial length ($\rho_{\text{max}}$)</td>
<td>5.4 mm</td>
</tr>
<tr>
<td>Lens/LED position on a wing ($L$)</td>
<td>20.5 mm</td>
</tr>
<tr>
<td>Camera-to-target distance ($D$)</td>
<td>100 mm</td>
</tr>
<tr>
<td>Open angle of wings ($\beta$)</td>
<td>80°</td>
</tr>
<tr>
<td>Radius of circular target region ($R$)</td>
<td>80 mm</td>
</tr>
</tbody>
</table>

### Table 4 Optical performance of off-axis tests.

<table>
<thead>
<tr>
<th>Offset $\Delta d$</th>
<th>Optical efficiency</th>
<th>Average illuminance</th>
<th>Illuminance uniformity</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 mm</td>
<td>88.06%</td>
<td>5582.38 lx</td>
<td>Horizontal 95.48%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Vertical 95.19%</td>
</tr>
<tr>
<td>10 mm</td>
<td>87.74%</td>
<td>5503.14 lx</td>
<td>Horizontal 95.11%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Vertical 95.92%</td>
</tr>
<tr>
<td>15 mm</td>
<td>88.15%</td>
<td>5598.47 lx</td>
<td>Horizontal 95.63%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Vertical 95.79%</td>
</tr>
</tbody>
</table>
3.2.2 Lighting performance on target region

We evaluate the performance of the developed lighting system in accordance with the simulation setup in Table 5. Due to the symmetric arrangement of the three wings, a single LED is first energized, which emits light rays through its freeform lens. Figure 14(a) shows the illuminance distribution on the target region. Considering Fresnel losses, the optical efficiency of the designed freeform lens is 89.45%, which means that for each LED 105.55 lm out of the total 118 lm luminous flux is successfully projected onto the desired target region. The average illuminance provided from the single LED is 5473.8 lx. By using the illuminance data shown in Fig. 14(b), the horizontal and vertical illuminance uniformities are computed as 95.87% and 94.78%, respectively, by Eq. (19).

Figure 14(c) shows the illuminance distribution on the target region when all the LEDs are energized. In this case, the total luminous flux provided from the lighting system is 354 lm, whereas the total luminous flux falling on the target region is 316.58 lm. The optical efficiency is 89.43%. The average illuminance on the target region is 12,441 lx. Figure 14(d) shows that the illuminance uniformities along horizontal and vertical directions are 96.33% and 96.79%, respectively. Figure 14(e) demonstrates the illuminance distribution on the target region with 3-D profile for better illustration. We summarize the evaluation results of the lighting performance in Table 6. It is obvious that the developed in vivo laparoscopic lighting system satisfies all of the design requirements imposed by Table 1.

3.2.3 Refocusing of light beams

In MIS, after inserting the in vivo laparoscopic system inside the abdominal cavity, the distance $D$ between the camera and a target surgical area might be shorter than 100 mm. Although the lighting system with the wings’ angle at $\beta = 80$ deg can still provide good illumination in that region, the illuminance uniformity will be degraded, and more energy will be wasted outside the camera’s FOV.

Our proposed in vivo laparoscopic lighting system features a refocusing function, which is capable of controlling the light beams by adjusting the wings’ angle to uniformly illuminate the target area within the camera’s FOV when the camera-to-target distance changes, as shown in Fig. 15(a). For instance,
we set the desired target region with $D = 60$ mm (thick green line). When the wings’ angle $\beta$ is set to be 80 deg, the illuminated region is covered by the yellow lines. This $\beta$ value works best for $D = 100$ mm. To refocus the light on the target region when $D = 60$ mm, we decrease the wings’ opening angle from $\beta$ to $\beta - \Delta \beta$. We determine the value of $\Delta \beta$ using the included angle $\theta$ between the green dashed arrow and the yellow dashed arrow. According to the geometry of this setup, $\theta$ is calculated to be 6 deg. Similarly, to illuminate the target region with $D = 80$ mm, the wings’ angle should be decreased by $\theta = 3$ deg from the initial angle $\beta = 80$ deg.

Figures 15(b)–15(e) show the illuminance distributions by refocusing the light beams for the target planes at $D = 60$ mm and $D = 80$ mm. In the case of Figs. 15(b) and 15(c), $\beta$ is set at 74 deg. The average illuminance in the circular region with a radius $R$ of 48 mm is calculated as 45,823 lx. The optical efficiency is about 92% with considering Fresnel losses. The illuminance uniformities along horizontal and vertical directions are 98.29% and 98.22%. While in the case of Figs. 15(d) and 15(e), $\beta$ is set at $\beta = 77$ deg to illuminate the target area with $D = 80$ mm. The average illuminance in the circular region with a radius $R$ of 64 mm is calculated as 24,172 lx. The optical efficiency is 90.9% with considering Fresnel losses. The horizontal and vertical illuminance uniformities are 95.37% and 95.98%, respectively. The lighting performance of the refocused light beams is summarized in Table 7.

![Fig. 15 Tests of refocusing light beams.](image-url)
4 Conclusion
In this paper, we propose an innovative transformable in vivo laparoscopic lighting system design, which is able to carry well-designed freeform nonimaging optical lenses for providing high illuminance uniformity and high optical efficiency in a designated surgical area. Depending on the distance from the onboard camera to a surgical area, illuminated regions can be adjusted by changing the wings’ opening angle without affecting the illuminance uniformity. To design freeform optical lenses, we present a ray-mapping-based method to construct freeform optical surface. A ray map that governed by a standard biharmonic operator in the PDE. An initial optical surface is constructed by Snell’s law based on the generated ray map. To correct accumulated errors on the initial optical surface and improve the degraded illumination uniformity caused by the extended size of LEDs, we employ a surface optimization method and a feedback modification method. Simulation verifications validated that our proposed freeform optical lens design method features fast convergence speed of ray map generation (|F| can achieve the value of $10^{-7}$ within 10 iterations), high illuminance uniformity (above 95% in average), and high optical efficiency with considering Fresnel losses (above 89% in average).
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