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Abstract. The steady-state solution of the Green’s function obtained by the $P_3$ equation in a semi-infinite medium is presented, the proposed solution is a diffusion-based model. Two time-domain solutions are established: one is the solution under extrapolation boundary condition, which we call the optical parameter method, and the other corresponds to the diffusion equation, which we call the double-diffusion coefficient method. The spatial-resolved reflectance and the time-resolved reflectance are calculated. The Monte Carlo simulation is used to verify the $P_3$ equation. The results show that the $P_3$ steady-state equation and the two time-domain equations are in good agreement with the Monte Carlo simulation. In the steady state, when the distance between the detector and the light source is less than several free paths, the $P_3$ equation is more accurate than the diffusion equation. In other cases, the $P_3$ model and the diffusion model have similar results. However, when the absorption coefficient is large, $P_3$ is more accurate. In the time domain, the optical parameter method is more accurate, and the double-diffusion coefficient method is more consistent with the diffusion equation.
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1 Introduction

Spectroscopy is a common and effective method for calculating the absorption and scattering coefficients of biological tissues and other turbid media. The method requires measuring the reflectance of the medium. An inversion algorithm is then used to reconstruct the optical properties of the medium, such as the absorption coefficient and the scattering coefficient. For this purpose, the diffusion equation is employed, which, however, has several limitations in the application. First, the diffusion theory is applied when the light absorption coefficient is smaller than the scattering coefficient. Second, the diffusion theory becomes invalid when the distance between the detector and the light source increases to several transport mean free paths.

Some researchers have published methods for extracting tissue optical properties in low-albedo biological media, or methods for small source–detector separations. Venugopalan et al. developed an equation estimating approximate increases in the diffusion of the radiation transport. Kienle and Patterson developed a method of fitting the optical properties of a reflectivity measurement of a low exposure medium close to the source by fitting the data to a series of reflection curves produced by a single Monte Carlo simulation. Jia et al. established the method of “virtual source” diffuse approximation. These methods, to some extent, improved the accuracy of the diffusion equations. However, researchers are still looking for new methods to alleviate some of their limitations further. For example, using the radiative transfer equation, called the $P_N$ approximation model, it is difficult to establish a mathematical expression. However, it can be simplified as a diffusion model ($P_1$ approximation) and $P_3$ approximation. $P_3$ is considered more accurate than the diffuse approximation and, therefore, has recently become a major direction of research.

Boas et al. established a frequency-dependent solution for the $P_3$ equation in the media of infinite thickness. Hull and Foster obtained the Green’s function of the steady-state radiation transport equation in the $P_3$ equation. They proved that the $P_3$ model had better accuracy than the diffusion theory in the high absorption medium or near the source of the radiation. Dickey et al. pointed out that the radiance and the fluence expressions based on the $P_3$ equation were used to optically characterize an intralipid tissue phantom, varying in concentration of the scatterer and absorber. Chai et al. established the $P_3$ equation of the spherical harmonics method. Gao et al. derived the equation set of the $P_3$ equation and its Green’s function approximate solution. Further, a complete solution of the $P_3$ equation with the extrapolated boundary conditions was also obtained. However, this progression was the continuation of the theory first proposed by Boas et al. and the solutions of the $P_3$ equation had already been derived by Liemert and Kienle in a semi-infinite medium illuminated by a collimated beam of light. The solution was evaluated with nearly the same computational effort as needed for solving the standard diffusion equation. For this purpose, the method used a combination of the classic spherical harmonics and rotated reference frames for solving the $P_3$ equations in closed form.

In this paper, a similar method as that of the diffusion equation is used. The steady-state solutions of the Green’s function by the $P_3$ equation in the semi-infinite media under extrapolation boundary condition are estimated, the proposed solution is a diffusion-based model. Further, two frequency-domain
solutions are estimated and transformed into the time domain by Fourier transform. The spatially resolved reflectance and the time-resolved reflectance of the P₃ equation are calculated, and the Monte Carlo simulation is used to verify the P₃ equation. The P₃ equation and the diffusion equation are compared.

2 Theory

2.1 Solution of the Green’s Function of P₃ Equation in the Steady State

We present the solution of the Green’s function of the P₃ approximate steady-state equation in the infinite medium (see Fig. 1).

We assume that an infinitely thin beam is vertically incident on the medium. All the photons undergo first scatter at depth z₀ of one transport mean free path. An isotropic photon source is established at that point, and therefore the beam is scattered isotropically at a depth z = z₀ = 1/(μᵣ + μₜ), where μᵣ and μₜ are the deduced scattering coefficients and the absorption coefficients, μₛ = μᵣ(1 – g), μᵣ and g are the scattering coefficients and anisotropy factor. The origin of the coordinate system is a point where the beam enters the turbid medium, and z coordinate has the same direction as the incident beam. The x and y coordinates lie on the surface of the turbid sample and ρ = (x² + y²)½.

If we use the Heney–Greenstein phase function, all its higher-order moments ³ can be determined. We assume

$$\mu_1^{(l)} = \mu_a + \mu_s(1 – g), \mu_1^{(0)} = \mu_a. \quad (1)$$

Some scholars used inverse Fourier transform to solve the diffusion equation, that is, the two solutions Φ₀(ρ, z) and Φ₁(ρ, z) of the diffusion equation were obtained. On the basis of the diffuse model, we obtain the four solutions Φ₀(ρ, z), Φ₁(ρ, z), Φ₂(ρ, z) and Φ₃(ρ, z) of the P₃ equation by the inverse Fourier transform in the same way as the diffusion equation. The four solutions of the P₃ equation of Green’s functions are calculated by Eq. (3) as follows:

$$\Phi_i(\rho, z) = \frac{1}{2\pi} \int_0^\infty \phi_i(z, s) s J_0(s\rho)ds \quad i = 0, 1, 2, 3. \quad (2)$$

Equation (3) is the inverse Fourier transform. φᵢ(z, s) is the result of the Fourier transform that is written in the form of exponentials when z < z₀. The specific expression is shown by

$$\phi_0(z, s) = A \exp(-zv^-) + B \exp([z – z_0]v^-) + C \exp([-zv^+] + E \exp([z – z_0]v^+]$$

$$\phi_1(z, s) = Ah_1(-v^-) \exp(-zv^-)$$

$$+ Bh_1(v^-) \exp([z – z_0]v^-)$$

$$+ Ch_1(-v^+) \exp([-zv^+] + Eh_1(v^+) \exp([z – z_0]v^+]$$

$$\phi_2(z, s) = Ah_2(-v^-) \exp(-zv^-)$$

$$+ Bh_2(v^-) \exp([z – z_0]v^-)$$

$$+ Ch_2(-v^+) \exp([-zv^+] + Eh_2(v^+) \exp([z – z_0]v^+]$$

$$\phi_3(z, s) = Ah_3(-v^-) \exp(-zv^-)$$

$$+ Bh_3(v^-) \exp([z – z_0]v^-)$$

$$+ Ch_3(-v^+) \exp([-zv^+] + Eh_3(v^+) \exp([z – z_0]v^+]. \quad (3)$$

In Eq. (3), v^+ and v^- are expressed as

$$v^+ = \sqrt{\frac{-b + \sqrt{b^2 – 4ac}}{2a}}, \quad v^- = \sqrt{\frac{-b - \sqrt{b^2 – 4ac}}{2a}}. \quad (4)$$

where a, b, and c are given by

$$a = 27\mu_1^{(1)}, \quad b = -[27\mu_1^{(1)}(\alpha_0^2 + \alpha_3^2) – 28\mu_1^{(3)}(\alpha_0^2 – \alpha_3^2)]$$

$$c = 27\mu_1^{(1)}\alpha_0^2\alpha_3^2 + 28\mu_1^{(3)}(\alpha_0^2\alpha_3^2 – \alpha_0^2\alpha_3^2). \quad (5)$$

In Eq. (3),

$$\alpha_0^2 = (\mu_a + Ds^2)/D, \quad D = \frac{1}{3\mu_1^{(1)}}$$

$$\alpha_1^2 = \alpha_2^2 = s^2$$

$$\alpha_3^2 = [\mu_1^{(3)} + 3Ds^2]/3Ds_2, \quad D_2 = \frac{3}{35\mu_1^{(3)}}. \quad (6)$$

where the constant items A, B, C, E, and hᵢ(v) in Eq. (3) can be expressed as follows:

$$h_1(v) = \frac{3(v^2 – \alpha_3^2)}{2(v^2 – \alpha_1^2)} \frac{3v}{\mu_1^{(3)}}$$

$$h_2(v) = \frac{3v}{2(v^2 – \alpha_2^2)}$$

$$h_3(v) = +3v/7\mu_1^{(3)} \frac{v^2 – \alpha_0^2}{2(v^2 – \alpha_3^2)}. \quad (7)$$

Fig. 1 Schematic of the infinite medium. The parameter z is taken in the vertical direction, and the interface is at z = 0. The initial position of the photon is at the point (0, 0, z₀).
\begin{align}
A &= -\frac{1}{2}h_3(\nu^+) - 1/3h_1(\nu^+) \exp\left(-\left[(z_0 + z_{b1})\nu^+\right]\right) \\
B &= -1/2h_3(\nu^+) - 1/3h_1(\nu^+) \exp\left(z_{b2}\nu^+\right) \\
C &= \frac{1}{2}h_3(\nu^+) + 1/2h_1(\nu^+) \exp\left(-\left[(z_0 + z_{d2})\nu^+\right]\right) \\
E &= \frac{1}{2}h_3(\nu^+) + 1/2h_1(\nu^+) \exp\left(z_{d2}\nu^+\right). \tag{8}
\end{align}

In Eq. (8), if \( s = 0 \), Eq. (8) is expressed as \( \nu^+(0) \) and \( \nu^-\). Thus, \( z_{b1} \) and \( z_{d2} \) in Eq. (8) can be expressed as shown in
\[
z_{b1} = 2 \frac{1 + R_{\text{eff}} \mu_a}{1 - R_{\text{eff}} \nu^+}, \quad z_{d2} = 2 \frac{1 + R_{\text{eff}} \mu_a}{1 - R_{\text{eff}} \nu^+}. \tag{9}
\]

If the refractive index of the biological medium is 1.4, \( R_{\text{eff}} = 0.493 \). Whereas, if the refractive index is 1.33, \( R_{\text{eff}} = 0.431 \). \( R_{\text{eff}} \) was calculated according to Haskell et al. We present four solutions of the \( P_3 \) equation in the steady-state equation.

To calculate the \( P_3 \) equation, we present the expression of the reflectance of the \( P_3 \) equation, which is also a continuation of the diffusion equation. The solution of the \( P_3 \) equation steady-state spatially resolved reflectance \( R(\rho) \) is shown by Eq. (10)
\[
R(\rho) = k_0 \Phi(\rho, z) + k_1 \Phi_1(\rho, z) + k_2 \Phi_2(\rho, z) \\
+ k_3 \Phi_3(\rho, z)|_{z=0}, \tag{10}
\]

where the coefficients \( k_1, k_2, k_3, \) and \( k_4 \) are the constants associated with the refractive index. If the refractive index \( n = 1.4 \), then \( k_1 = 0.1177, k_2 = -0.3056, k_3 = 0.4444, \) and \( k_4 = -0.5487. \) If \( n = 1.33, \) then \( k_1 = 0.1320, k_2 = -0.3359, k_3 = 0.4806, \) and \( k_4 = -0.5845. \)

2.2 Solution of the Green’s Function of \( P_3 \) Equation in the Time Domain

The basic idea of the time-domain method is to first establish the frequency-domain equation, through the Fourier transform, and then convert it to the time-domain equation. Here, we present two methods in the time domain.

The first method, we call the optical parameter method. If we use Eq. (11) instead of Eq. (9), we can get the equation in the frequency domain
\[
\mu_1^{(1)} = \mu_a + \mu_s(1 - g_i) + j\frac{\omega}{c}, \tag{11}
\]
where \( \omega \) is an angular frequency of the incident light and \( c \) is the speed at which light travels in the medium. Equations (10)–(11) can still be applied to the \( P_3 \) frequency-domain equation.

The second method we call the double-diffusion coefficient method. In Eqs. (10)–(11), only Eq. (11) is modified by Eq. (12).

\[
a_0 = (\mu_a + D_3^2 + j\frac{\omega}{c})/D, D = \frac{1}{35\mu_1} \quad (12)
\]
\[
a_0 = a_0^2 = \frac{s^2}{C_0^2 + \frac{3}{35\mu_1} D_3^2}. \tag{12}
\]

Equation (12) is used in the time-domain and frequency-domain methods of the diffusion equation
\[
a_0 = (\mu_a + D_3^2 + j\frac{\omega}{c})/D, D = \frac{1}{35\mu_1}. \tag{13}
\]

where \( D \) is the coefficient of the diffusion equation. To correspond to the diffusion equation, we adopt \( a_3^2 = [\mu_1^2 + 3D_3^2 + j\frac{\omega}{c}]/3D_3^2, D_3 = \frac{3}{35\mu_1}. \) Since the new parameter \( D_3 \) is similar to the diffusion coefficient, we name this approximation method a double-diffusion coefficient method.

We estimate different frequencies and then carry out Fourier transform for the solution in the time domain.

2.3 Relationship Between \( P_3 \) Equation and Related Theory

We compared the relationship between the \( P_3 \) model and other related models. Kienle et al. used the Fourier approach to solve the diffusion equation for a two-layered turbid medium. They then used this method to publish a series of articles including the study where Eq. (1) was widely used. We also used this method to solve the diffusion equation and establish the \( P_3 \) equation. The spatially resolved reflectance as utilized in the diffusion equation is given by
\[
R(\rho) = C_1 \Phi(\rho, z) = 0 + C_2 D \frac{\partial \Phi(\rho, z) = 0}{\partial z}. \tag{14}
\]

The refractive index of the biological tissue is given by 1.4 and constants \( C_1 = 0.1117, C_2 = 0.3056. \) From the diffusion equation, we have \( \Phi_1 = -D\partial \Phi(\rho, z) = 0/\partial z. \) Using these values and expression, Eq. (14) takes the form, \( R(\rho) = C_1 \Phi(\rho, z) = 0 + C_2 \Phi_1. \) This reflectance represents the first two terms of Eq. (14). Hull and Foster resolved a solution of the spatially resolved reflectance. However, the expression was more complex and completely different from the one we presented. Gao et al. also employed the equation of reflectance given by Hull and Foster.

The literature presents yet another expression that is different from Eq. (14) in our study. The \( k_i \) in the literature depends on the numerical aperture of the detector and the refractive-index mismatch. The relationship between Eq. (14) and the literature is expressed by
\[
k_i = \frac{(2i + 1)}{4\pi} k_i^s (i = 0, 1, 2, 3), \tag{15}
\]
where \( k_i \) is the coefficient in Eq. (14) and \( k_i^s \) is the coefficient in Ref. 8.

In the diffuse equation, \( D \) is the diffusion coefficient. Equation (14) not only has the same definition but also a further definition, in order to distinguish the diffusion coefficient, we named \( D_3. \)
Hull and Foster\cite{1} presented the specific expression of $\nu$, which was also used by Gao et al.\cite{2} Boas et al.\cite{3} established a specific expression of $\nu$ in the frequency domain. In the limit when the frequency domain is approaching 0, the result becomes similar to that of Hull and Foster. This is expressed as follows:

$$v_+ = \frac{1}{\sqrt{18}} (\beta + \sqrt{\beta^2 - \gamma_2})^2, \quad v_- = \frac{1}{\sqrt{18}} (\beta - \sqrt{\beta^2 - \gamma_2})^2$$

$$\beta = 27\mu_b\mu_l^{(1)} + 28\mu_b\mu_l^{(3)} + 35\mu_l^{(2)}\mu_l^{(3)}$$

$$\gamma_2 = 3780\mu_b\mu_l^{(1)}\mu_l^{(2)}\mu_l^{(3)}.$$  \hspace{1cm} (16)

Equations (4) and (5), in the limit, $s = 0$, reduce to Eq. (13). This shows that Eq. (16) has a special form of our model. Equation (6) is called the extrapolated boundary condition. The extrapolated boundary conditions for the $P_3$ equation in Refs. 2 and 3 can be modified to Eq. (16).

$$z_{b1} = 2A\mu_a^{-1}, \quad z_{b2} = 2A\mu_a^{-1}.$$  \hspace{1cm} (17)

This is consistent with our Eq. (13). Hull and Foster\cite{1} pointed out the drawback of extrapolated boundary conditions. The drawback is that it is not rigorously satisfy boundary conditions for the higher-order terms. However, it can be demonstrated that this approach yields excellent agreement with experimental data, suggesting that the boundary condition is not especially sensitive to these terms.

The solution of the Green’s function by the $P_3$ equation is similar to the diffusion equation. The $P_3$ model is an extension of the diffusion equation. Our model has some similarities to the published $P_3$ equation\cite{3} but they have essential differences. The same similarities are the extrapolation boundary condition [Eq. (17)], the interrelated coefficients [Eq. (15)].

The differences are that: (a) the solution of Hull and Foster\cite{1} is obtained by polynomial approximation, and the equation is obtained by strict Fourier transform and inverse transformation; (b) the solution of Hull is derived assuming the approximation of a spherically symmetric medium. Our solution is derived assuming the approximation of a nonspherically symmetric medium; (c) the calculated reflection equation is completely different between our equation and the equation of Hull; (d) using our equations, we can derive the characteristic parameters of Hull and Foster; and (e) our equation is established on the basis of the diffusion equation, which is the continuation of the diffusion equation.

3 Results

3.1 Comparison of $P_3$ Equation with Monte Carlo Simulation and Diffusion Equation in the Steady State

Monte Carlo simulation is used as a universal means of verification. The diffusion equation is often used in biomedical optics.\cite{3} We use the Monte Carlo simulation\cite{3} to verify our $P_3$ model and compare the accuracy with the diffuse model. The Monte Carlo simulation uses a pencil photon that was normally incident onto the semi-infinite media, and use the Henyey–Greenstein phase function. The reflectance of Monte Carlo simulations depicts the results of Monte Carlo simulations of isotropic point sources in semi-infinite media.

First, we compare the $P_3$ model with the diffusion equation of the semi-infinite medium using the Monte Carlo simulation. We use the diffuse equation method of the paper.\cite{3}

If the detection distance is 0.5 to 30 mm, it is assumed that the scattering coefficient $\mu_s = 10$ mm$^{-1}$, $g = 0.9$, and the absorption coefficients are $\mu_a = 0.002$ mm$^{-1}$ and $\mu_g = 0.0005$ mm$^{-1}$. The results are shown in Fig. 2(a). The straight part is the $P_3$ equation result, and the square part is the Monte Carlo simulation result. From Fig. 2(a), we can see that the $P_3$ equation result is almost the same as the Monte Carlo simulation.

We compare the relative error (unit: %) among the $P_3$ equation, the Monte Carlo simulation, and the diffuse equation. As shown in Figs. 2(b) and 2(c), the relative error is larger except for the front 1 mm. The relative error of the results is very small. In other words, the $P_3$ equation is very consistent with the Monte Carlo simulation results. At the same time, in addition to the near light source, the relative error between the $P_3$ equation and the diffuse approximation is close to zero, that is, the $P_3$ equation has the same result as the diffusion equation.

It is assumed that the scattering coefficient $\mu_s = 15$ mm$^{-1}$, $g = 0.9$, and the absorption coefficients are $\mu_a = 0.002$ mm$^{-1}$ and $\mu_g = 0.0005$ mm$^{-1}$. The results are shown in Fig. 2(d). The relative error is shown in Figs. 2(e) and 2(f). These confirm the previous conclusions.

If the detection distance is 0.05 to 3 mm, it is assumed that the scattering coefficient $\mu_s = 10$ mm$^{-1}$, $g = 0.9$, and the absorption coefficient is $\mu_g = 0.0005$ mm$^{-1}$. The results are shown in Fig. 2(a). The straight line is the $P_3$ equation result, the dotted line is the Monte Carlo simulation result. From Fig. 2(a), we can see that when the detection distance is greater than a certain value, the result of the $P_3$ equation is almost the same as the Monte Carlo simulation.

We compare the relative error (unit: %) among the $P_3$ equation, the Monte Carlo simulation, and the diffuse equation. As shown in Fig. 2(b), when the detection distance is between 0.6 and 1.5 mm, the relative error of $P_3$ is small, and when the detection distance is greater than 1.5 mm, the $P_3$ equation has the same result as the diffusion equation. That is, when the detection distance is greater than 0.6 mm, the $P_3$ equation is more accurate.

It is assumed that the scattering coefficient $\mu_s = 15$ mm$^{-1}$, $g = 0.9$, and the absorption coefficients are $\mu_a = 0.0005$ mm$^{-1}$. The results are shown in Fig. 2(c). The relative error is shown in Figs. 2(d) and 2(e), confirming our conclusions.

The diffusion equation is usually used under the condition that the absorption coefficient is small. In the same parameters of Fig. 2(a), we increase the absorption coefficient. The specific parameters are $\mu_s = 10$ mm$^{-1}$, $g = 0.9$, and $\mu_a = 0.05$ mm$^{-1}$. We compare the $P_3$ equation, diffuse approximation, and Monte Carlo simulation when the distance of the detector is 0.05 to 3 mm.

The result is shown in Fig. 2(a). Figure 2(b) shows the relative error between Monte Carlo simulation, $P_3$ equation, and the diffusion approximation.

Figure 2(b) shows that when the detection distance is more than 2 mm, $P_3$ has a small error. When the detection distance is more than 2.5 mm, the relative error of $P_3$ is less than 4%, and the error of diffusion is greater than 8%. This shows that $P_3$ is more accurate.
3.2 Comparison of the P₃ Equation with Monte Carlo Simulation in Time Domain

First, the double-diffusion coefficient method of the P₃ equation in the time domain is compared with Monte Carlo simulation. Since the double-diffusion coefficient corresponds to the diffusion equation, we add a \( D_2 \) based on the diffusion equation, so we first verify this method.

Assuming that the three semi-infinite dielectrics have a refractive index of 1.4 and their parameters are \( \mu_s = 10 \text{ mm}^{-1} \), \( g = 0.9 \), \( \mu_a = 0.01 \text{ mm}^{-1} \), \( \mu_a = 0.005 \text{ mm}^{-1} \), and \( \mu_a = 0.005 \text{ mm}^{-1} \), we set two detection distances of 5.5 and 8.5 mm, respectively. The results are shown in Figs. 5(a) and 5(b), where the detection distances are 5.5 and 8.5 mm, respectively.

It can be seen from Figs. 5(a) and 5(b) that the time-resolved reflectance calculated by the double-diffusion coefficient model and Monte Carlo simulation agree well.

Fig. 2 Comparison of P₃ approximation model with Monte Carlo simulation and diffuse approximation. The optical parameters of (a) are \( \mu_s = 10 \text{ mm}^{-1} \), \( g = 0.9 \), \( \mu_a = 0.002 \text{ mm}^{-1} \), and \( \mu_a = 0.0005 \text{ mm}^{-1} \). The optical parameter of (b) is \( \mu_a = 0.0005 \text{ mm}^{-1} \). The optical parameter of (c) is \( \mu_a = 0.002 \text{ mm}^{-1} \). The optical parameters of (d) are \( \mu_s = 15 \text{ mm}^{-1} \), \( g = 0.9 \), \( \mu_a = 0.002 \text{ mm}^{-1} \), and \( \mu_a = 0.0005 \text{ mm}^{-1} \). The optical parameter of (e) is \( \mu_a = 0.0005 \text{ mm}^{-1} \). The optical parameter of (f) is \( \mu_a = 0.002 \text{ mm}^{-1} \).
method is consistent with the Monte Carlo simulation, and it is proved that the time-resolved reflectance calculated by the double-diffusion coefficient method is correct.

To further verify the correctness of the double-diffusion coefficient method, we compared the three media with a refractive index of 1.33. The parameters are $\mu_s = 15 \text{ mm}^{-1}$, $g = 0.9$, and $\mu_a = 0.005 \text{ mm}^{-1}$, respectively. The absorption coefficients are $\mu_a = 0.01 \text{ mm}^{-1}$, $\mu_a = 0.005 \text{ mm}^{-1}$, and $\mu_a = 0.05 \text{ mm}^{-1}$, respectively. The detection distance is 8.5 mm. The results are shown in Fig. 5(c).

It can be seen from Fig. 5(c) that the medium with a refractive index of 1.33 is consistent with the Monte Carlo simulation, further proving that the time-domain method of the double-diffusion coefficient method is correct.

We have shown that the time-resolved reflectance calculated by the double-diffusive coefficient method is consistent with the Monte Carlo simulation. We have also verified that the time-resolved reflectance using the optical parametric method is correct. We could have first used the Monte Carlo simulation to verify it, but we found that the results are the same as in Fig. 5.

We further compare the two time-domain methods. The parameters in Fig. 6 are the same as the first two parameters in Fig. 5(c), using the same detection distance, we can see

Fig. 3 Comparison of $P_3$ approximation model with Monte Carlo simulation and diffuse approximation. The optical parameters of (a) and (b) are $\mu_s = 10 \text{ mm}^{-1}$, $g = 0.9$, and $\mu_a = 0.0005 \text{ mm}^{-1}$. The optical parameters of (c) and (d) are $\mu_s = 15 \text{ mm}^{-1}$, $g = 0.9$, and $\mu_a = 0.0005 \text{ mm}^{-1}$.

Fig. 4 (a) Comparison of $P_3$ approximation with the diffuse approximation and Monte Carlo simulation and (b) comparison of relative error of $P_3$ approximation with diffusion model and Monte Carlo simulation.
that the image is completely coincident, without any difference. This proves that the optical parameter method is accurate. Because the optical parameter method does not have any approximation, it is more accurate than the double-diffusion coefficient method which is the solution corresponding to the diffusion model.

In order to compare the differences between the two methods, we calculate the relative error. In time-resolved reflectance, the relative error is usually calculated using the logarithmic relative error. The relative error is given as follows:

$$E = \frac{\log R_D - \log R_u}{\log R_D} \times 100\%.$$  \hspace{1cm} (18)

where $\log R_D$ represents the time-resolved reflectance calculated by the double-diffusion coefficient method and $\log R_u$ represents the time-resolved reflectance calculated by the optical parametric method. The results are shown in Fig. 7(a). The results show that if the time exceeds 0.2 nm, the error is less than 0.3%.

Further, we use the relative error of the steady state as follows:

$$E = \frac{R_D - R_u}{R_D} \times 100\%.$$ \hspace{1cm} (19)

The relative error calculated by Eq. (19), as shown in Fig. 7(b), comes out to be about 4% when the time is greater than 0.2 ns.
Therefore, the two time-domain methods are correct. The optical parameter method is better in terms of more accurate solution whereas the double-diffusion coefficient method excels in its simplicity.

3.3 Comparison of the P3 Equation with the Diffuse Equation in Time Domain

We have not only verified the P3 equation but also compared the time-domain equation of the P3 equation and diffusion model. Since the two time-domain methods using the P3 model and the time-domain method of the diffusion model are coincident, we simply compare the relative errors between the two P3 models and the diffusion model.

In Figs. 8(a) and 8(b), the relative error equation in the steady state is used. The parameters of Fig. 8(a) are refractive index \( n = 1.4 \), \( \mu_s = 10 \text{ mm}^{-1} \), \( g = 0.9 \), \( \mu_a = 0.005 \text{ mm}^{-1} \). The parameters of Fig. 8(b) are refractive index \( n = 1.33 \), \( \mu_s = 15 \text{ mm}^{-1} \), \( g = 0.9 \), \( \mu_a = 0.01 \text{ mm}^{-1} \).

It can be seen from Fig. 8 that when the time exceeds 0.2 ns, the relative error between the optical parameter method and the diffuse equation is about 2%; the error between the double-diffusion coefficient method and the diffuse equation is very small. In fact, the double-diffusive coefficient method is almost identical to that estimated by the diffuse model. Since the optical parameter method is an accurate P3 equation time-domain equation, the result is more accurate than the time-domain equation of the diffusion model.

If the logarithmic relative error equation is used, it is also shown that the diffusion equation is relatively consistent with the double-diffusion coefficient method. Therefore, the accuracy of the diffusion equation is not as good as that of P3 approximating the time-domain equation, but the difference is very small. This is shown in Fig. 9. The parameters are the same as in Fig. 8(a).

Fig. 8 Relative error of P3 approximation and diffusion equation: (a) \( n = 1.4 \) and (b) \( n = 1.33 \).

Fig. 9 Logarithmic relative error of P3 approximation and diffusion equation.
4 Conclusion

The diffusion equation becomes increasingly inaccurate with the increase of the absorption coefficient value. This justifies the need to establish a model such as the $P_3$ equation, which is more accurate than the diffusion equation. However, due to relative complexity, it is not easy to implement as the mathematical model. In this paper, the solution of the $P_3$ equation in the steady state under extrapolation boundary condition is presented in the form of Fourier transform and inverse transformation, the proposed solution is a diffusion-based model. The solution is consistent with the diffusion model.

Monte Carlo simulation is used to demonstrate the accuracy of the $P_3$ model in the steady state. The relative errors of the $P_3$ equation, diffuse equation, and Monte Carlo simulation are calculated, which indicates that $P_3$ is more accurate. In the steady state, the $P_3$ equation is similar to the diffusion equation, and it is shown that the diffusion equation and $P_3$ equation have almost the same value under the condition of satisfying the diffusion equation. Monte Carlo simulation shows that when there is a large absorption coefficient, the relative error of the diffusion equation is quite large, whereas the relative error of the $P_3$ equation is comparatively small.

Based on the steady-state equation of the $P_3$ equation, two kinds of frequency-domain equations are established: the optical parameter method and double-diffusion coefficient method, they are transformed into two time-domain equations by Fourier transform in the frequency domain.

By utilizing Monte Carlo simulation, we have verified two different time-domain methods with different refractive indices and different parameters. The results show that our two methods are correct.

The time-domain method of the diffusion equation is compared. The results show that the numerical and error values calculated by the double-diffusive coefficient method are consistent with the diffusion equation. Since the optical parameter method of the $P_3$ equation does not have any approximation under extrapolation boundary condition, its accuracy is higher than that of the double-diffusion coefficient method. Therefore, the accuracy of the optical parameter method is higher than that of the diffusion equation. However, the double-diffusion coefficient method is simpler, and the logarithmic relative error of the time domain is calculated at about 0.2%, so the error is almost negligible.

Our research method can lay the foundation for the solution of the $P_3$ model. We estimate that the $P_3$ model needs to establish the cubic equation of the $r$ in Eq. (8) and the reconstruction of Eq. (9). Based on this paper, we can study the $P_3$ approximate multilayer model, which can replace the diffusion equation.
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