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1 Introduction

The interest in hyperspectral image data has been constantly increasing during the last years. Indeed, hyperspectral images provide more detailed information about the spectral properties of a scene and allow a more precise discrimination of objects than traditional RGB images or even multispectral images. High spatial and spectral resolutions of hyperspectral images enable one to precisely characterize the information pixel content. Though the potentialities of hyperspectral technology appear to be relatively wide, the analysis and the treatment of these data remain complex. In fact, exploiting such large datasets presents a great challenge and most methods of image analysis and interpretation require further development to tackle this situation. To be able to exploit hyperspectral data, classification is an essential step. This step can be done in a supervised or unsupervised manner. Unsupervised classification presents many advantages with respect to supervised classification: (1) the user does not need to state the classes to be discriminated nor any training samples. The classification algorithm automatically detects the distinct classes in an objective way, thus considerably reducing the risk of classification error; and (2) the access to training samples for some applications is very difficult. Consequently, supervised methods are not appropriate in this case.

Thus, in this paper, we are mainly interested in the unsupervised classification approach for the images’ partitioning. The methods belonging to this type of approach can be divided into two groups: parametric and nonparametric methods. Parametric methods present many disadvantages compared with the latter. Among the disadvantages, we include the difficulty of accurate
estimation of class-conditional parameters, which can highly distort the classification, especially in the case of large-size data as hyperspectral images. Nonparametric classification methods are based on some direct measure of similarity (or dissimilarity) between data points. The most well-known semi-supervised methods are K-means, fuzzy C-means (FCM), and ISODATA. We consider that these three methods are semi-supervised since they require, at least, the number of classes (NCs) as a prior knowledge. In 2007, Frey and Dueck proposed a new clustering algorithm named affinity propagation (AP), which can be used either in a semi-supervised mode or a completely unsupervised mode. Its objective is to detect exemplars among data points and to form clusters of data points around these exemplars.

The AP algorithm has received much attention due to its three main advantages: (1) it is efficient, (2) it can be used in two modes: unsupervised or semi-supervised, and (3) it is insensitive to initialization. With these advantages, it has become widely used in many application areas such as remote sensing, multimedia data management and pattern recognition, image categorization, handwritten digits recognition, extraction of key sentences, visual query suggestion, similarities of protein sets, and gene data analysis.

In the remote sensing domain, the AP clustering algorithm is used for feature selection or pixels clustering. It is mainly used to reduce the number of spectral bands or attributes in remote sensing and, more specifically, hyperspectral imaging. This is motivated by the fact that the number of spectral bands in hyperspectral imagery is limited to a few hundreds, which AP can easily handle despite its quadratic complexity. The first application of the standard AP to hyperspectral images for band selection was suggested in Ref. 13. In Ref. 5, Yao and Qian introduced a band selection method based on Gaussian processes. This method combines the standard AP (for band selection only) with a Gaussian processes classifier, which is a class of supervised probabilistic kernel-based learning algorithms. In Ref. 6, Qian et al. proposed an improvement of the method described in Ref. 13, by introducing the Kullback–Leibler divergence as the similarity between any two different bands as well as the kurtosis for the preference parameter (similarity between two identical bands or objects). In Ref. 7, Jia et al. introduced a feature extraction step using discrete wavelet transform before the feature selection step by AP. They also developed an unsupervised band selection method for hyperspectral imagery classification without manual band removal. This method first uses wavelet shrinkage to remove the spatial noise in hyperspectral data, then applies AP in order to choose representative bands, and finally uses a classification algorithm (k-nearest neighbors or support vector machine) to assess the relevance of the selected bands. In Ref. 9, a semi-supervised method introducing a feature metric into AP as the criterion for spectral band selection was proposed.

In all these publications, AP is shown to provide the best results in band selection on a set of various hyperspectral images (from AVIRIS, HYDICE, and HYPERION sensors) with respect to several other approaches including maximum-variance principal component analysis, information divergence, and mutual information.

However, AP has been less used for pixel clustering in the remote sensing domain. This is due to the complexity of the algorithm, which cannot handle the huge amount of pixels provided by remote sensing sensors. AP has been used for the detection of regions of interest and the selection of representative landscapes using remote sensing, but only on small spatial size images. In Ref. 10, it is proposed to replace the conventional Euclidean distance by a fuzzy statistical (FS) similarity as the input to the AP algorithm (FS-AP). The method has been compared versus K-means, FCM, and the standard AP (with Euclidean distance metric) on three types of multispectral remote sensing images with a small size. The method FS-AP provides better results, improving the quality of classification with the standard AP, and with a lower computational load. In Ref. 11, Yang et al. proposed a semi-supervised AP clustering approach based on Incremental Decremental learning. It is applied on three different types of multispectral images for land cover classification and successfully compared with semi-supervised clustering algorithms: constrained K-means, incremental AP, but also maximum likelihood and Mahalanobis distance.

In Refs. 10 and 11, the proposed extensions of the AP algorithm are applied on the same set of multispectral images. It is worth mentioning that these images are of very small sizes (less than $100 \times 100$ pixels), which do not meet the requirements of the very large size images encountered with modern remote sensing sensors.
AP was also successfully used recently with another application related to the identification of representative landscapes of forest ecosystems in 10 forest areas of Canada from Landsat satellite imagery.\textsuperscript{12}

Besides its application in remote sensing, the introduction of the AP concept in classification methods still has the potential to lead to better performances. In Ref. 16, an extension of the single-exemplar model of AP to a multiexemplar has been recently developed named ME-AP. This ME-AP determines the number of exemplars in each cluster associated with a super exemplar to approximate the subclasses in the category. It has been applied to three image databases for image categorization and two databases for handwritten digits. The results outperform exemplar-based clustering, kernel-based clustering, spectral clustering, multiprototype clustering, and hierarchical AP clustering. The results of this last algorithm are close to those of ME-AP. AP has also been combined with semi-supervised learning through Seeds AP (SAP).\textsuperscript{21} This method is a semi-supervised version of the AP using an asymmetric similarity measurement that captures the structural information of texts and introduces a semi-supervised learning approach, where the knowledge from a few labelled objects versus a large number of unlabelled ones is exploited. SAP has been compared with K-means and AP on text data (with adapted similarity definitions) and has shown to perform better in terms of classification accuracy.

All studies cited in this section show the superiority of the AP concept compared with conventional methods, either for reducing attributes (or spectral bands) or for the classification of pixels. The superiority of the AP compared with other conventional clustering methods has already been shown in a comparative study on face recognition,\textsuperscript{3} where AP has provided better classification rates than K-means, Kcenters, and hierarchical ascending classification. This superiority has also been confirmed, thanks to a comparative study which we have carried out with K-means, FCM, and ISODATA methods for the partitioning of synthetic images of data constructed by Rosenberger and Chehdi\textsuperscript{22} from the Brodatz album\textsuperscript{23} [average correct classification rate (ACCR): sum of correct classification rates per-class divided by the NCs: 95%].

Despite its high-correct classification rate, the application of AP on real, large-size image data like aerial images issued from a multispectral or hyperspectral imager remains intractable. For instance, under a regular PC (MATLAB environment), the number of data points which can be clustered by the AP algorithm is generally limited to less than 3000 pixels or objects. Furthermore, the full unsupervised version gives an over-estimation of the NCs.

That is why we suggest the solution to allow its application to the partitioning of large-size images, along with the estimation of the NCs. Our unsupervised method, namely a large spatial size-AP (LSS-AP), is composed of two steps: pixels’ reduction to enable the use of AP in the case of LSS images and estimation of the correct NCs via optimization of the preference parameter of AP.

The remainder of the paper is divided into three sections. In Sec. 2, we will describe the unsupervised classification approach developed after an overview of the main steps of the AP algorithm. In Sec. 3, we show the experimental results obtained by our proposed method on two hyperspectral datasets. The first one is a synthetic image, and the second one illustrates a real application for the identification of invasive and noninvasive vegetation species from aerial hyperspectral images. The last section concludes this work and gives some perspectives.

## 2 Developed Classification Approach

In this section, we first present the AP classification method and highlight its two main disadvantages. Then, we describe the approach developed in order to overcome these drawbacks.

### 2.1 Classification with AP

Recently, Frey and Dueck\textsuperscript{4} have suggested a new approach for classification called AP. This method has shown great success in different fields as we mentioned in Sec. 1. Its exploitation in different application fields is justified by the fact that it is totally unsupervised. In addition, it is deterministic and can use similarities that are not symmetric or do not satisfy the triangular inequality.\textsuperscript{24}
2.1.1 Reminder of the main stages of AP

The classification via AP first requires the calculation of a similarity matrix \( S(i, k) \) of this matrix indicates the similarity between pixels or objects (data points) \( i \) and \( k \) to be classified. Note that the diagonal elements \( S(k, k) \) of matrix \( S \) are not computed in the same way as elements \( S(i, k) \) for \( i \neq k \). More precisely, \( S(k, k) = p \) for all \( k \) (preference parameter) is initialized to the median value of the elements of \( S \) for \( i \neq k \). Then, AP calculates for each pixel its degrees of availability and responsibility to the other pixels in an iterative way. Any type of similarities can be used, e.g., the opposite of the squared Euclidean distance \(^4\) or the Manhattan distance [see Eq. 9] or other distances selected according to the application domain.

Initially, all pixels are considered as potential exemplars, though for each one, a preference parameter \( p \) value is allocated so that it can be chosen as an exemplar. Two procedures of message transmission called responsibility and availability are used to exchange messages between pixel \( i \) and a candidate exemplar \( k \). The responsibility \( R(i, k) \) [Eq. (2)] is the message sent from pixel \( i \) to candidate exemplar \( k \), indicating how well-suited pixel \( k \) would be as the exemplar for pixel \( i \). Alternatively, the availability \( A(i, k) \) [Eq. (4)] is the message sent from candidate exemplar \( k \) to pixel \( i \), indicating how likely pixel \( i \) would choose candidate \( k \) as its exemplar. This procedure identifies for each pixel the exemplar that maximizes the sum of responsibility and availability denoted by \( E^*(i) \) [see Eq. (6)]. For pixel \( i \), the value of \( k \) that maximizes \([R(i, k) + A(i, k)]\) either identifies \( i \) as an exemplar if \( k = i \) or identifies the pixel that is the exemplar for pixel \( i \). The message-passing procedure may be terminated either after a fixed number of iterations, after the changes in the messages fall below some threshold value, or when local decisions remain constant during some number of iterations. The updated messages [Eqs. (7) and (8)] are damped by a constant factor \( \lambda \), to avoid numerical oscillations that may arise under some circumstances. The value of this damping factor is defined in the interval \([0,1]\).

Each iteration of AP consists of (1) updating all responsibilities given the availabilities, (2) updating all availabilities given the responsibilities, and (3) combining availabilities and responsibilities to monitor the exemplar decisions and to terminate the classification process.

The main steps of the algorithm are:

- **Initialization:**
  For \( N \) pixels to be classified, \( R \), \( A \), and \( S \) are the responsibility, availability, and similarity matrices of size \( N \times N \), respectively.
  \[
  R(i, k) = 0, \quad A(i, k) = 0 \quad \text{for all } i, k. \tag{1}
  \]

- **Responsibility updates:**
  \[
  R(i, k) = S(i, k) - \max_{j \neq k} [A(i, j) + S(i, j)] \quad \text{for } i \neq k \tag{2}
  \]
  \[
  R(k, k) = S(k, k) - \max_{j \neq k} [A(k, j) + S(k, j)]; \quad S(k, k) = p \quad \forall k. \tag{3}
  \]

- **Availability updates:**
  \[
  A(i, k) = \min \left\{ 0, R(k, k) + \sum_{j \neq i, k} \max \{0, R(j, k)\} \right\} \quad \text{for } i \neq k \tag{4}
  \]
  \[
  A(k, k) = \sum_{(j, k)} \max \{0, R(j, k)\}. \tag{5}
  \]

- **Making assignments:**
  \[
  E^*(i) = \arg \max_k \{(R(i, k) + A(i, k)\} \tag{6}
  \]
  where \( E^*(i) \) is the exemplar attributed to pixel \( i \).
Updated messages are sent iteratively after regularization of responsibilities $\hat{R}_l$ and availabilities $\hat{A}_l$ as follows:

$$\hat{R}_l = \lambda \hat{R}_{l-1} + (1 - \lambda) R_l$$

(7)

$$\hat{A}_l = \lambda \hat{A}_{l-1} + (1 - \lambda) A_l,$$

(8)

where $l$ is the current iteration.

### 2.1.2 Main disadvantages of AP

Despite the success of AP and its application to different fields as we mentioned in Sec. 1, it does present two major disadvantages which seriously hamper its usage.

- **The first drawback** is the limited number $N$ of data points it can handle; this number cannot exceed some given value due to the necessary computation of the similarity matrix which has size $N \times N$. Practically, we observed that the image size allowed by the algorithm for an execution on a regular PC (MATLAB environment) should not exceed 3000 pixels. Wang and Zang\(^\text{25}\) suggested a solution to reduce the image size by introducing a sampling step in the spatial dimension by choosing one pixel over two. Yet this solution is nonoptimal since the choice of pixels is made in an arbitrary way.

- **The second drawback** is the overestimation of the NCs given by the original unsupervised version of the algorithm.

The approach that we suggest in the following section allows the usage of AP in the case of large-size data and allows one to correctly estimate the NCs.

### 2.2 Proposed Approach

The proposed image partitioning approach using AP (namely LSS-AP) is composed of two steps:

**Step 1:** Reduction of the number of pixels or data points to be classified.

**Step 2:** Application of AP on the data retained after Step 1, with automatic estimation of the NCs via estimation of preference parameter $p$, which will be referred as to AP-modified in the following.

#### 2.2.1 Reduction of the number of pixels to be classified

To be able to apply the AP method on images with large spatial dimensions, we have introduced a preliminary step prior to the classification in order to reduce the size of the similarity matrix. It consists of automatically grouping data points that are highly similar so as to not affect the data to be classified by AP and replacing each homogeneous group formed by a single representative. The criterion of aggregation used is the Manhattan ($l_1$) distance [see Eq. (9)] between each pair of pixels. To reduce the calculation time, the image is divided into blocks of size $N_B \times N_B$ pixels, and the search for most similar pixels is achieved in a parallel way on each block. This approach does not require the construction of the similarity matrix between all pixels of an image, contrary to the original AP. The procedure of reduction in each block is carried out in an iterative way. More precisely, the pixels which are spectrally identical are grouped during the first iteration. At this level, each subgroup of pixels formed is represented by a single pixel chosen randomly among them, since the spectral signatures are identical; then, from the second iteration, the pixel having the smallest distance from the center of gravity of its subclass is selected. Then at each iteration, matching is achieved for the set of pixels kept from the previous iteration by releasing the constraint made for the similarity criterion. For $N$ pixels to be classified, this step groups a pixel $i$ with a pixel $k$, presenting a minimum distance with respect to the set of remaining pixels. Then, if going through the remaining data, there exists some pixel $j$...
at a distance to pixel $k$ smaller than the distance to pixel $i$, so that the link between $i$ and $k$ is broken ($i$ remains alone), and $k$ is eventually grouped with $j$.

The reduction procedure is automated, since at the end of each reduction level the algorithm checks the maximum distance of aggregation that should not be exceeded. The value of the adaptive aggregation threshold $\delta_B$ for each block is estimated as follows:

Let $N_B$ be the number of data points to be classified in a block $B$, and $\text{Sim}_B$ be a set of size $(N_B^2 - N_B)/2$ representing the similarity values $S_m$ between each pair of pixels within this block.

The similarity index between the pair of pixels $i$ and $k$ is given by

$$S_m(i, k) = \sum_{u=1}^{n} |i_u - k_u|,$$

(9)

where $n$ is the number of spectral components, and $i_u$ (respectively $k_u$) are the spectral values of pixel $i$ (respectively $k$). Then, we proceed as follows:

- Calculation of the average value $m_B$ and the standard deviation value $\sigma_B$ of the set $\text{Sim}_B$.
- Calculation of the new set $\text{Sim}_B' \subset \text{Sim}_B$ having values within the interval: $[m_B - \sigma_B, m_B + \sigma_B]$.
- Estimation of the standard deviation of the new set $\text{Sim}_B'$, thus representing the threshold of aggregation $\delta_B$ of block $B$.

At the end of this step, in each block only one representative pixel for a group of pixels having a very high similarity with this representative and the pixels that have not yet been grouped are preserved. The clustering of the remaining pixels of all blocks by AP gives a global classification result for the full image, which is independent of the blocks’ size, and more particularly, for the estimation of NCs. This is confirmed by the results shown later in Sec. 3.2.2.

2.2.2 Classification with estimation of the NCs via AP

As stated above, the NCs determined by AP are generally over-estimated. The estimated value is implicitly controlled by the preference parameter $p$ (diagonal elements of the similarity matrix), which corresponds to the “self-attractive force” of an object. The smaller the preference value, the more the object loses its priority to be selected as an exemplar, whereas the higher its value (close to 0), the more likely it is to become an exemplar. In the original algorithm, this parameter is set to the median value of the off-diagonal elements of the similarity matrix $S$. Under this setting, AP generates high NCs and consequently the correct classification rate on the data is decreased.

To correctly estimate the NCs, we introduced an evaluation criterion (EC) for the partitions obtained by AP (named AP-modified). This step involves the estimation of the preference parameter $p$. The best partition is the one which maximizes the EC based on the interclass variance defined by Levine and Nazif.

To summarize, the sequential steps of AP-modified for partitioning are

- Execution of AP with $p = \text{median value of the off-diagonal elements of } S$.
- Calculation of the responsibility matrix $R$ at last iteration ($R_f$).
- Search for the value of $p$ maximizing the EC in the range $[p_{\text{inf}}, p_{\text{sup}}]$ of the matrix $R_f$, using a bisection approach, with $p_{\text{inf}} = \min R_f$ and $p_{\text{sup}} = \text{median } R_f$.

3 Assessment of Proposed Method

In this section, we first assess the effectiveness of each step of the proposed LSS-AP method (reduction process and classification by AP-modified) on a synthetic hyperspectral image constructed from the ground truth of a real-hyperspectral image. Afterward, we show the performance of the proposed method on a real application concerning the detection of invasive and noninvasive plant species. The data images used are first presented.
3.1 Presentation of Experimental Data

3.1.1 Synthetic hyperspectral image

A first evaluation is performed on a hyperspectral test image constructed from regions of interest of a real image for which the ground truth (spectral measurements and observations) is available. The original aerial image has a spatial size of \(8075 \times 9748\) pixels and 62 spectral bands covering the visible–near infrared spectrum ([400,970] nm). It was acquired in the region of Murcia, Spain, on October 1, 2010, by means of the hyperspectral imager AISA Eagle available in our laboratory. The spatial ground resolution of this image is 0.5 m.

The size chosen for the test image is limited to only \(64 \times 64\) pixels for two reasons: the first reason is the possibility of applying AP directly without any reduction step with the aim of analyzing the impact of reduction on the quality of the classification results. The second reason is the availability of ground truth data. Therefore, we selected five classes to build a patchwork image using the ground truth, as shown in Fig. 1. According to the ground truth class labels (masks) defined in Fig. 1(b), the data used for the construction of the test image [Fig. 1(c)] were randomly taken from areas 1, 2, 3, 4, and 5 of the original image [Fig. 1(a)]. These areas correspond, respectively, to the classes: river, *Pinus halepensis*, peach trees, *Arundo donax*, and buildings.

3.1.2 Real application data

To assess our approach on a real application, we selected regions of interest from the image of Murcia, Spain (\(8075 \times 9748\) pixels) for which the ground truth was available in six classes, among which three classes are invasive vegetation species (*Phragmites australis*, *Tamarix* and *A. donax*) as shown in Fig. 2. The objective of this application is to detect invasive plant species at an early stage in order to undertake appropriate subsequent management actions to limit their further development.

We selected a test area that contains the maximum of ground truth data to allow validation of our method. The size of the area is \(1000 \times 1000\) pixels.

3.2 Assessment on Synthetic Data

It must be noticed that, in all experiments, the value of the damping parameter \(\lambda\) is set by default to 0.9 to avoid oscillations in the AP algorithm. When standard AP is used, the value of the preference parameter \(p\) is set to the median similarity value. The metric used in AP is the opposite of the Manhattan distance.

![Image](https://example.com/image.png)

**Fig. 1** Original image and constructed image test. (a) Original hyperspectral image (62 bands) displayed in RGB (650, 550, 450) nm, \(400 \times 400\) pixels. (b) Image of ground truth class labels, \(64 \times 64\) pixels. (c) Hyperspectral test image displayed in RGB (650, 550, 450) nm, \(64 \times 64\) pixels.
3.2.1 Analysis of the reduction step results

The application of the proposed reduction step, associated with standard AP in the supervised mode (by setting the NCs to five), on the synthetic image, divided into four nonoverlapping blocks (32 × 32 pixels), gives an ACCR of 97.51%. This rate is superior to that obtained by the direct application of AP (without reduction) to the whole image (ACCR: 90.72%). In fact, in the reduction step, substituting a single representative to each group of strictly similar pixels disturbs the calculation of weights assigned to pixels by the AP less and, therefore, distorts the partitioning results less.

We compared our reduction process with the neuronal algorithm self-organizing maps (SOM),27 which are often used as a reduction step prior to classification. Figure 3 shows the classification results of AP, without the preliminary reduction step [Fig. 3(a)], with the reduction by our approach [Fig. 3(b)], and with the reduction by SOM [Fig. 3(c)]. This experiment shows that our reduction approach provides a better ACCR (97.51% versus 95.36% with a reduction by SOM). The SOM algorithm is used here in the supervised mode, where the number of pixels is set the same as the one given by our reduction step. The result is even worse if SOM is used in an unsupervised mode (74.32%).

3.2.2 Analysis of the AP-modified result

Before applying our method of estimation of the NCs via AP, in this section we analyze the consequences of the choice of the preference parameter $p$ value on the quality of the estimate of the NCs and, of course, on the quality of the classification result.

![Fig. 2](https://www.spiedigitallibrary.org/journals/Journal-of-Applied-Remote-Sensing) Hyperspectral image (region of Murcia, Spain) acquired by the AISA Eagle sensor and mask of ground truth classes. (a) Original hyperspectral image (62 bands) displayed in RGB (650, 550, 450) nm (1000 × 1000 pixels). (b) Mask of ground truth classes. (c) Areas of the original image corresponding to the mask. Image displayed in RGB (650, 550, 450) nm.

![Fig. 3](https://www.spiedigitallibrary.org/journals/Journal-of-Applied-Remote-Sensing) Results of classification via standard affinity propagation (AP) by fixing the number of classes (NCs) to five. (a) Result without reduction (ACCR: 90.72%). (b) Result with reduction by the proposed approach (ACCR: 97.51%). (c) Result with reduction by SOM (ACCR: 95.36%).
Figure 4 shows the results of AP classification (unsupervised mode) with and without the preliminary reduction stage on the synthetic image. By fixing $p$ to the median similarity value, the estimated NCs by the unsupervised AP is 19 without reduction, whereas it is reduced to 9 after application of the proposed reduction step on four blocks. After this step, the NCs were reduced, but are still biased.

When applying our approach of class number estimation after the reduction step, the correct number of five classes has been identified. Figure 5 shows the intermediate results of the estimation of the NCs, according to the evolution of the EC (search of the optimal value of $p$). Table 1 shows the confusion matrix of the optimal partitioning result, where the NCs were correctly estimated (five classes). Referring to the ground truth data, four classes ($P. halepensis$, A. donax, river, and buildings) were identified at a 100% rate and only one class (peach trees) was identified at an 87.55% rate.

These first tests show the relevance of the proposed approach (LSS-AP): a low classification rate error and an estimation of the NCs independent of block sizes. For example, the results obtained on the synthetic image, following three configurations (16 blocks of $16 \times 16$ pixels, 4 blocks of $32 \times 32$ pixels, and full image), confirms the exact NCs with a very small variation of ACCR (0.07% in average) every time. We also note that the number of pixels retained after the reduction step for the full image varies by the same order.

### 3.3 Assessment on Real Application: Identification of Invasive and Noninvasive Vegetation Species

This section presents the validation of our approach on the detection of three invasive plant species ($P. australis$, Tamarix, and A. donax). The test image of Fig. 2(a) (size of the hyperspectral image of Fig. 1(c) via LSS-AP method: estimation of the NC depending on the value of the parameter $p$ and corresponding value of the EC. (a) $p = -6066$ 300 (minimum value of $R_f$ matrix). NC estimated by AP: 3. EC = 0.59. (b) $p = -4563$ 400 (intermediate value). NC estimated by AP: 4. EC = 0.65. (c) $p = -1557$ 700 (intermediate value). NC estimated by AP: 5. EC = 0.69. (d) $p = -54$ 806 (median value of $R_f$ matrix). NC estimated by AP: 23. EC = 0.29.
Table 1  Confusion matrix (five classes) corresponding to the result of classification in Fig. 5(c). 
%: CCR; (.): number of pixels (ACCR: 97.51%).

<table>
<thead>
<tr>
<th>Classes predicted by the proposed approach (number of pixels)</th>
<th>River (468)</th>
<th>Pinus halepensis (630)</th>
<th>Peach trees (1041)</th>
<th>Arundo donax (1070)</th>
<th>Buildings (887)</th>
</tr>
</thead>
<tbody>
<tr>
<td>River (468)</td>
<td>100% (452)</td>
<td>0</td>
<td>1.35% (16)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Pinus halepensis (630)</td>
<td>0</td>
<td>100% (500)</td>
<td>10.93% (130)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Peach trees (1041)</td>
<td>0</td>
<td>0</td>
<td>87.55% (1041)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Arundo donax (1070)</td>
<td>0</td>
<td>0</td>
<td>0.17% (2)</td>
<td>100% (1068)</td>
<td>0</td>
</tr>
<tr>
<td>Buildings (887)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100% (887)</td>
</tr>
</tbody>
</table>

\[ p = -52 \ 200 \text{ (minimum value of } R_f \text{ matrix) } \]

NC estimated by AP: 313 \quad EC=0.31

\[ p = -28 \ 500 \text{ (intermediate value) } \]

NC estimated by AP: 41 \quad EC=0.48

\[ p = -66 \text{ (median value of } R_f \text{ matrix) } \]

NC estimated by AP: 35 \quad EC=\textbf{0.71}

\[ p = -52 \ 200 \text{ (minimum value of } R_f \text{ matrix) } \]

NC estimated by AP: 68 \quad EC=\textbf{0.25}

\[ p = -28 \ 500 \text{ (intermediate value) } \]

NC estimated by AP: 26 \quad EC=0.50

\[ p = -66 \text{ (median value of } R_f \text{ matrix) } \]

NC estimated by AP: \textbf{8} \quad EC=\textbf{0.68}

Fig. 6  Partitioning the hyperspectral image of Fig. 2(a) based on the parameter $p$. 
1000 × 1000 pixels, 62 spectral bands) has been divided into 400 blocks of size 50 × 50 pixels. Figure 6 shows the intermediate results of the estimation of the NCs, according to the evolution of the EC (search for the optimal value of $p$) and the corresponding partitioning results. The first column gives the partitioning result of the entire image, whereas for easier readability, the second column gives the result corresponding to the areas of interest only.

The optimal result which maximizes the EC is given for eight classes. Table 2 gives the corresponding confusion matrix. The results of the application of the proposed approach in areas of interest provided an ACCR of 97.66%. These results show that two of the invasive vegetation species (Tamarix and A. donax) have an ACCR of 100%, which confirms the result of Table 1. The ACCR for P. australis is 86.69%.

We also compared the performances of the proposed reduction step with the SOM approach on the same real hyperspectral image with an LSS. The selected pixels were classified by

### Table 2
Confusion matrix corresponding to the results of optimal partitioning of areas of interest (eight classes). (%) CCR; (.) number of pixels (ACCR for six classes: 97.66%).

<table>
<thead>
<tr>
<th>Classes predicted by the proposed approach (number of pixels)</th>
<th>Classes of ground truth (number of pixels)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Phragmites australis (556)</td>
</tr>
<tr>
<td>Phragmites australis (482)</td>
<td>86.69% (482)</td>
</tr>
<tr>
<td>Arundo donax (4305)</td>
<td>0</td>
</tr>
<tr>
<td>Tamarix (162)</td>
<td>0</td>
</tr>
<tr>
<td>Peach trees (3115)</td>
<td>0</td>
</tr>
<tr>
<td>Ulmus minor (795)</td>
<td>0</td>
</tr>
<tr>
<td>Pinus halepensis (272)</td>
<td>0</td>
</tr>
<tr>
<td>Anonymous class 1 (8)</td>
<td>1.43% (8)</td>
</tr>
<tr>
<td>Anonymous class 2 (68)</td>
<td>11.87% (66)</td>
</tr>
</tbody>
</table>

### Table 3
Performances comparison of three classification configurations on hyperspectral real image—Cieza site (1000 × 1000 pixels, 62 spectral bands).

<table>
<thead>
<tr>
<th></th>
<th>Proposed algorithm (step reduction + AP-modified)</th>
<th>SOM (supervised) + AP-modified</th>
<th>SOM (unsupervised) + AP-modified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial number of pixels to classify</td>
<td>1 000 000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of pixels retained after step reduction</td>
<td>45 518</td>
<td>45 518</td>
<td>4943</td>
</tr>
<tr>
<td>NC estimated for all image</td>
<td>35</td>
<td>35</td>
<td>24</td>
</tr>
<tr>
<td>NC estimated on masks</td>
<td>8</td>
<td>21</td>
<td>11</td>
</tr>
<tr>
<td>ACCR</td>
<td>97.66%</td>
<td>47.20%</td>
<td>45.60%</td>
</tr>
</tbody>
</table>
AP-modified. Table 3 shows that the results of the reduction by SOM, either in supervised or in unsupervised mode, are not satisfactory. Indeed, in both cases, the results of classification by AP-modified give, respectively, an ACCR of 47.20% and 45.60%, against 97.66% with the LSS-AP. These results confirm those obtained on the synthetic image and show that the reduction with SOM gives very bad results when the image has an LSS.

Finally, we compared the classification results of the unsupervised AP-modified with classical methods often used in remote sensing: namely ISODATA and K-means. To be able to use these semi-supervised methods, a prior knowledge of the three following data is required: the NCs, a threshold value, and an iteration number. We specify that these two methods were applied on the data after the reduction step in the same conditions as the AP-modified. We first estimated the NCs with our approach, and then introduced it as a priori knowledge for the other two. The best correct classification rate for each method was obtained with threshold values fixed to 5% and three iterations. The performances (ACCR) of LSS-AP, K-means, and ISODATA are 97.66, 65.03, and 62.81% respectively.

This last experiment confirms the efficiency of our approach compared with the others for both the reduction step (with respect to SOM) and classification step (with respect to K-means and ISODATA).

4 Conclusion

In the present work, we have addressed the two main problems of AP, i.e., (1) the difficulty in handling datasets (or images) with a high number of points (or pixels), and (2) the difficulty in linking the preference parameter to the final NCs provided by AP. A preliminary step of the number of pixels reduced was proposed to answer the first problem. For the second problem, we have proposed using an automatic search of the optimal preference parameter to estimate the correct NCs present in an image. More precisely, the proposed nonparametric and unsupervised classification approach (LSS-AP) consists of first reducing the number of pixels to be classified on a metric-based procedure and second applying AP with a bisection method based on pixel interclass variance EC.

Our method was successfully applied to various hyperspectral images. The results show the robustness of our approach, which exploits the spectral signatures in a rather direct manner.

Experiments conducted on a synthetic hyperspectral image, and on a real application to identify invasive and noninvasive plant species from an LSS hyperspectral image, showed the effectiveness of our approach.

The proposed unsupervised reduction step compared with SOM in a supervised mode or unsupervised mode, both associated with AP-modified, showed its superiority. In addition, it is completely unsupervised. Also, compared with the traditional clustering ISODATA and K-means algorithms, which were applied on the data after our reduction step, experimental results show that the ACCR related to AP-modified is always more effective. These results confirm that the LSS-AP is effective for pixel classification of large-size hyperspectral remote sensing images.

The contribution of our approach is twofold: the possibility of applying AP on an LSS hyperspectral image and performance improvement with respect to classical AP in terms of the ACCR. Yet, in the case of strongly textured images, the exploitation of spectral and spatial information remains to be investigated.
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