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1 Introduction

Phytoplankton is an important component of all marine ecosystems. Chlorophyll \textit{a} (chl-\textit{a}) is the most common photosynthetically active pigment present in all phytoplankton species. Its concentration is a good indicator of phytoplankton biomass and it is frequently used for water quality assessment.\textsuperscript{1} The concentration of this pigment is influenced by environmental factors such as water temperature, light intensity, and nutrient concentrations.\textsuperscript{2,3} The presence of chlorophyll \textit{a} influences the optical properties of sea water; therefore, concentrations of it can be retrieved from data acquired by satellite spectrometers operating in the solar reflective spectral range. These data can be used to monitor spatial and seasonal variations in the near-surface phytoplankton biomass. Estimations of concentrations of optically active sea water components are based on their absorption and scattering properties,\textsuperscript{4} and there are numerous algorithms to calculate chl-\textit{a} using satellite remote sensing techniques. These algorithms work satisfactorily with Case-1 waters,\textsuperscript{5,6} but with more complex Case-2 waters their accuracy is not as good because the radiance signal recorded by satellite sensors is influenced by high concentrations of colored dissolved organic matter (CDOM, also called yellow substances) and suspended particulate matter (SPM) in which detritus and mineral particles can occur in varying proportions.\textsuperscript{7-9}

*Address all correspondence to: Monika Woźniak, E-mail: m.wozniak@ug.edu.pl
The Baltic Sea, which is a Case-2 water reservoir, is one of the largest, semi-enclosed, brackish seas in the world. Its freshwater content is strongly linked to nutrient inputs from its densely populated, intensively cultivated catchment areas, and the atmosphere. Excess nutrient input is one of the major causes of eutrophication in the Baltic Sea, and it results in frequent algal blooms that frequently cover major parts of the sea. Some bloom-forming organisms, such as cyanobacteria, can form extensive summer blooms that can be toxic to other organisms, including humans. They can also affect the recreational use of coastal areas. Therefore, it is essential to predict and monitor the development of phytoplankton blooms and to study them with relevant spatial and temporal resolutions. Remote sensing techniques can provide the extensive spatial and temporal coverage required to study this problem; however, standard remote sensing algorithms developed for Case-2 waters often fail in the complex, CDOM-rich waters of the Baltic Sea.

Satellite algorithms for chl-a concentration retrieval in the Baltic Sea region have been developed over the course of many projects. The algorithms for calculating concentrations of optically active sea water components, including chl-a concentrations, apply to the visible (VIS) part of the electromagnetic spectrum measured by satellite sensors such as the Sea-viewing Wide Field-of-view Sensor (SeaWIFS), the Moderate Resolution Imaging Spectroradiometer (MODIS), and the medium resolution imaging spectrometer (MERIS). There are also plans to launch a new European Space Agency (ESA) satellite—the Sentinel-3, which will carry the Ocean and Land Colour Instrument (OLCI) radiometer.

The aim of this work was to compare the performance of standard chl-a concentration products of two different neural-network-based (NN) processors developed for MERIS data and two other band ratio algorithms for retrieving chl-a concentrations acquired for the Baltic Sea. The processors considered, the Case-2 Water Properties processor developed at the Freie Universität Berlin (FUB) and the Case-2 Regional (C2R) processor of the German Institute for Coastal Research (C2R), are recommended for Case-2 waters. The band ratio algorithms, developed during the DESAMBEM project (DESAMBEM—Development of a Satellite Method for Baltic Ecosystem Monitoring for creating mathematical models and a complex algorithm for the remote sensing of the Baltic ecosystem and its primary production.), were proposed by Woźniak et al. and were tested by Darecki et al. All chl-a products were tested with and without Improved Contrast between Ocean and Land (ICOL) processing.

The processors mentioned above are based on NNs, but the C2R processor algorithms apply to waters producing radiance reflectances within eight spectral bands, whereas FUB uses independent NN for each component and estimates concentrations directly from collected radiances at the top of the atmosphere (TOA). These have already been tested in various Baltic Sea regions: in the northwest, Skagerrak, and in the southeast Baltic Sea. All these investigations proved the utility of satellite remote sensing for surface water environmental monitoring. However, the datasets used in the previous validation processes of MERIS products were usually small and concentrated in particular regions of the Baltic Sea. In the current project, we focused on the chl-a concentration products retrieved from MERIS data for the whole area of the Baltic Sea. Even though the Envisat satellite carrying the MERIS sensor is no longer operational, the data from this sensor are still useful because of the very large historical database. Moreover, the Sentinel-3 OLCI radiometer will include all spectral bands of the MERIS radiometer. Therefore, the assessment of the algorithms presented in this study can still be useful.

2 Materials and Methods

2.1 Study Area

In our work, the area of interest was divided into two subareas—coastal and open sea waters. The coastal area was designated as the area up to 10 km from the shore. This distance is specified in MERIS protocols to avoid the effects of coastal aerosol influence. Optical properties of coastal waters are much more complex and vary from those in the open sea because of the influence of land and river plumes. Moreover, the coastal zone is often affected by upwelling, which causes transparent near-bottom and turbid surface waters to mix.
The optical parameters that characterize Baltic Sea waters are highly variable spatially and temporally. According to HELCOM reports,\textsuperscript{24} the mean chl-\(a\) concentration is about 2.9 mg/m\(^3\) during spring, 2.3 mg/m\(^3\) in summer, and 2.2 mg/m\(^3\) in winter. The highest concentration observed during a spring bloom was 27 mg/m\(^3\). Much higher values are expected in summer during the dense surface accumulation of bloom-forming organisms. The concentration of chl-\(a\) during a summer phytoplankton bloom can reach as much as 120 mg/m\(^3\).\textsuperscript{25} The formation of phytoplankton blooms in the Baltic Sea follows similar patterns every year. Diatoms and dinoflagellates dominate in spring and fall, whereas cyanobacteria usually form the summer blooms. The first spring algal blooms are usually observed at the end of April in the southwest Baltic Sea. From July until early fall, when the ratio of dissolved inorganic nitrogen to phosphorus (DIN: DIP) is low, blooms in the open Baltic Sea are formed mostly by nitrogen-fixing cyanobacteria like \textit{Nodularia spumigena} and \textit{Aphanizomenon flos-aquae}. The area of these blooms can cover up to 15\% of the total area of the Baltic Sea.\textsuperscript{26} All phytoplankton groups contain chlorophyll \(a\) along with other accessory pigments in their cells.

The optical properties of Baltic Sea waters are mainly influenced by CDOM, which occurs in very high concentrations in comparison to those in other seas. According to Kowalczuk,\textsuperscript{27} the yellow substance absorption coefficient of \(\lambda = 400\) nm, \(a_{\text{CDOM}}(400)\) varies from 0.23 to 1.84 1/m for the open sea and from 0.26 to 2.39 1/m for the coastal waters. The highest values of \(a_{\text{CDOM}}(400)\) are observed in spring and are caused by the largest input of river waters. The slope coefficient of the yellow substance absorption spectrum ranges between 0.004 and 0.032 for the open sea and between 0.007 and 0.031 for the coastal waters, and it does not exhibit any seasonal variability. Moreover, the concentration of SPM influences the optical properties of the sea water. According to Woźniak et al.,\textsuperscript{28} SPM concentrations vary between 0.36 and 15.7 g/m\(^3\) with a mean value of 2.42 g/m\(^3\).

### 2.2 In Situ Data

\textit{In situ} chl-\(a\) concentration data were obtained from the International Council for the Exploration of the Sea (ICES) Oceanographic Database and Services,\textsuperscript{29} which is recommended by, among others, the International Ocean-Colour Coordinating Group (IOCCG).\textsuperscript{30} The service mainly contains Baltic Sea Monitoring (HELCOM) data. However, data provided by other institutions are also available in this database. For the purpose of this study, we chose chl-\(a\) concentrations measured in surface waters no deeper than 2 m. The sampling points covered the entire area of the Baltic Sea (Fig. 1), and all the algorithms tested in this study were validated using the same dataset. It has to be mentioned that...
we had no information on the techniques used in the chl-a concentration measurements. Therefore, we assumed that high-performance liquid chromatography (HPLC), spectrophotometric, or fluorometric methods could have been used. According to some publications,\textsuperscript{12,31} there is a difference in the magnitude of chl-a concentrations obtained using different techniques. For example, it has been reported\textsuperscript{12} that the HPLC method always produces lower chl-a concentrations (by a factor of 0.64) than the spectrophotometric method regardless of the chl-a concentrations in the samples. This was explained by the influence of pheopigments on the result of measurements performed using the spectrophotometric method, although our analysis of the samples taken in the Gulf of Gdansk show a much smaller difference between the concentration of chl-a obtained with both methods (regression: \(chl-a_{\text{HPLC}} = 0.98 \times \{chl-a_{\text{spec}}\} - 0.09, R^2 = 0.89\)). However, taking into consideration the uncertainty about the method, we did not draw any conclusions about the real accuracy of any of the algorithms, but only compared them. Each one was tested on the same database, so differences in techniques used in the chl-a concentration measurements should not influence our conclusions. Because of the patchiness effect and the strong dynamics of the water,\textsuperscript{32} comparisons among \textit{in situ} data (from one point) and satellite data (average from an area measuring 1.2 \(\times\) 1.2 km) always produces some errors which exceed the errors arising from the using of different \textit{in situ} measurement methods. Moreover, the time shift of satellite overpass and \textit{in situ} sampling that can be as much as a few hours and differences in typical optical properties between coastal and open sea waters are also sources of errors in calculated chl-a concentration values. These errors are much higher than those that arise when using different \textit{in situ} measurement methods. The validation data were chosen for days when MERIS data were available (Fig. 2); however, sampling times were not accounted for. MERIS overpasses over the Baltic Sea were between 09:00 and 11:00, whereas >50\% of the \textit{in situ} data were gathered between 06:00 and 14:00. The majority of the data considered were collected in spring and summer because the Baltic Sea is frequently

![Figure 2: Diurnal distribution of the \textit{in situ} data used for satellite algorithm evaluation.](image)

![Figure 3: Seasonal distribution of the \textit{in situ} data used for satellite algorithm evaluation.](image)
overcast during fall and winter (Fig. 3). However, the in situ concentration values ranged between <1 and about 35 mg/m³ (Table 1), which reflects a wide range of situations observed in other seasons as well. Moreover, all the in situ measurement points considered were located at least 1 km from the coastline to avoid using pixels partly covered by land in the comparison.

### 2.3 Satellite Data Acquisition and Processing

The MERIS was mounted on the Envisat satellite platform and launched by the ESA in 2002. The MERIS sensor worked within the VIS and near-infrared (NIR) spectral range (400 to 900 nm) with a wavelength configuration sensitive to the most important optically active water constituents. MERIS acquired data in 15 spectral bands. For the purpose of this study, Level 1b reduced resolution (RR) data from the period between 2003 and 2011 were downloaded from the MERCI server developed by Brockmann Consult under contract to the ESA. The resolution of the RR data is 1.2 km. Cloudiness assessment was performed by visually evaluating RGB images. We accounted only for pixels that were not covered by clouds. Conclusively, 470 pairs of chlorophyll a concentrations (derived from satellite data and in situ measurements) were chosen the entire period of the Envisat mission, i.e., from 2003 to 2011. Figure 4 presents the data processing sequence. In the first step, the radiometric correction including the “smile effect” correction, and equalization was performed. The “smile effect” correction is performed in order to correct the MERIS reflectance for the small scale due to the nonconstant central wavelength of a given band across the field–of–view. Equalization removes detector-to-detector systematic radiometric differences and results in the diminution of the vertical stripping observed on L1b products. Level 1c data contain signals from the TOA at satellite level. TOA radiance is influenced both by the light attenuation processes occurring in the Earth’s atmosphere between the sea surface and the radiometer and some additional radiation coming from the atmosphere (atmospheric path radiance). Only a small part (0% to 30% depending on the wavelengths and environmental conditions) of signals measured within the VIS and NIR range of the electromagnetic spectrum that reach satellite sensors comes from the water. This information has to be retrieved in order to monitor water surfaces. Therefore, L1c data were recalculated into reflectances at sea level (atmospherically corrected). A suitable atmospheric correction is crucial for obtaining accurate values of water-leaving reflectance. In this project, the data were processed using two different processors recommended for Case-2 waters for MERIS data: C2R and FUB.

#### Table 1
Descriptive statistics of in situ concentrations of chlorophyll a taken for satellite algorithm evaluations.

<table>
<thead>
<tr>
<th>No. of data = 470</th>
<th>Mean</th>
<th>Median</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Standard Deviation</th>
<th>Lower Quartile</th>
<th>Upper Quartile</th>
</tr>
</thead>
<tbody>
<tr>
<td>in situ [mg/m³]</td>
<td>3.73</td>
<td>2.50</td>
<td>0.17</td>
<td>33.20</td>
<td>3.79</td>
<td>1.26</td>
<td>4.90</td>
</tr>
</tbody>
</table>

---

Fig. 4 Sequence of the satellite data processing steps (abbreviations explained in Sec. 2.3).
These algorithms are plugged into the BEAM software\textsuperscript{15,16} used for data processing. Both processors include algorithms for atmospheric corrections and for deriving Level 2 water quality parameters, which are calculated directly using L1c data. In our study, we generated two standard products of chlorophyll $a$ concentration named ST_C2R and ST_FUB. Moreover, atmospherically corrected reflectances were used to retrieve chlorophyll $a$ concentrations by using two band ratio algorithms originally derived for MODIS (MD) and SeaWiFS (SW) radiometers and adapted to local conditions within the framework of the DESAMBEM project.\textsuperscript{18} Thus, the following four chlorophyll $a$ products were generated: MD_C2R and SW_C2R using reflectances produced by the C2R processor, and MD_FUB and SW_FUB using reflectances obtained using FUB. The same procedure was repeated using the L1N product (after ICOL correction) instead of L1c (without ICOL correction) as input data for the C2R and FUB processors. The L1N data are generated by applying the ICOL processor to L1c data in order to correct the adjacency effect. To indicate differences, the names of the products obtained with ICOL were preceded by “ICOL” (ICOL_ST_C2R, ICOL_MD_C2R, ICOL_SW_C2R, ICOL_ST_FUB, ICOL_MD_FUB, ICOL_SW_FUB). For the final step, all data were reprojected with Lambert azimuthal equal area projection.

2.3.1 Standard Chlorophyll $a$ Products

The C2R of the German Institute for Coastal Research derives Level 2 water quality parameters of coastal waters from MERIS Level 1b data. C2R uses NN procedures to retrieve water-leaving reflectance from calculated TOA reflectance after ozone, water vapor, and surface pressure corrections in eight MERIS bands. These reflectances, which are the output of the atmospheric correction, are then input in to the algorithms of the Regional Bio-Optical Model. The algorithms derive data of inherent optical properties, total scattering of particles, absorption coefficients of phytoplankton pigments, and the absorption of dissolved organic matter—all at 443 nm. These IOPs are used to determine chlorophyll $a$ concentrations.\textsuperscript{17}

The Case-2 Water Properties processor, developed at the FUB, is based on four separate artificial NNs that were trained using results of extensive radiative transfer simulations with MOMO code by taking into account varying atmospheric and oceanic conditions. One network performs atmospheric corrections and derives water-leaving reflectance at eight spectral bands, including aerosol optical depths at four spectral bands, while the other three networks retrieve the concentrations of water constituents, including chlorophyll $a$, directly from the TOA measured radiances.\textsuperscript{15,36}

2.3.2 Regional chl-$a$ Algorithms

Two tested band ratio algorithms for retrieving chl-$a$ concentration acquired for the Baltic Sea (MD and SW) were developed during the DESAMBEM project\textsuperscript{18} [Eqs. (1) and (3)]

- SeaWiFS algorithm (SW):

$$ C_a(0) = 10^{(1.311-0.7875XR-0.4935XR^2)}, \quad (1) $$

where

$$ XR = \frac{R_{rs}(510 \text{ nm}) - R_{rs}(665 \text{ nm})}{R_{rs}(555 \text{ nm}) - R_{rs}(665 \text{ nm})} \quad (2) $$

- MODIS algorithm (MD):

$$ C_a(0) = 10^{(1.102-0.8708XR-0.3449XR^2)}, \quad (3) $$

where

$$ XR = \frac{R_{rs}(490 \text{ nm}) - R_{rs}(665 \text{ nm})}{R_{rs}(550 \text{ nm}) - R_{rs}(665 \text{ nm})}. \quad (4) $$
Where $C_a(0)(\text{mg/m}^3)$ is the surface layer concentration of chlorophyll $a$ and $R_{rs}(\lambda)(1/\text{sr})$ is the remote sensing reflectance at a wavelength $\lambda$.

The coefficients were calibrated using a large set of Baltic Sea measurement data. The spectral bands applied corresponded to the MERIS spectral bands. The assessment of nine different algorithms for chl-$a$ concentration and other optically active components for the Baltic Sea were proposed by Woźniak et al.\textsuperscript{37} at the International Ocean Colour Science Meeting, and they confirmed that the algorithms proposed in the DESAMBEM project have the lowest bias; thus, they were chosen for this project. Reflectances retrieved with either the C2R or FUB processors were taken as the input data in our work with the preceding algorithms.

### 2.4 Statistical Analysis

The dataset for the statistical analysis was created by extracting the values of the MERIS-derived concentrations from pixels located at the position of sampling points of the in situ data. Only cloud-free pixels were analyzed, and arithmetic statistics were used to evaluate our results. We applied this approach in order to compare our results to other published data referring to the Baltic Sea region.\textsuperscript{1,12,18} The differences between satellite and in situ chl-$a$ concentrations are not symmetrically distributed. Therefore, the errors were quantified using relative metrics: the relative mean error (systematic error) [Eq. (5)], which is also called mean normalized bias (MNB), as well as the standard deviation (statistical error) [Eq. (6)]. All errors were calculated for products derived both from L1c (without ICOL) and L1N (with ICOL) processing.

\[
\langle \epsilon \rangle = \frac{1}{N} \sum_{i=1}^{N} (\epsilon_i) \times 100\%,
\]

\[
\sigma_{\epsilon} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\epsilon_i - \langle \epsilon \rangle)^2} \times 100\%.
\]

where

\[
\epsilon_i = \frac{x_{i,\text{MERIS}} - x_{i,\text{in situ}}}{x_{i,\text{in situ}}},
\]

where $x_{i,\text{MERIS}}$ is a calculated value with the use of MERIS data and $x_{i,\text{in situ}}$ is a measured value.

### 3 Results

#### 3.1 Comparison of chl-$a$ Products Without ICOL Correction

The range of the in situ concentrations (Table 1) remained in good agreement with the results of all the algorithms tested, except for the standard product of chlorophyll $a$ concentration calculated with the FUB processor (ST_FUB). In this case, the maximum value was about four times higher ($118.40 \text{ mg/m}^3$) than the maximum value in the reference dataset ($33.20 \text{ mg/m}^3$) (Table 2). However, the best fit of the median and the upper and lower quartiles of in situ to satellite-derived data was observed for FUB processor products MD (median $= 1.60 \text{ mg/m}^3$, lower quartile $= 0.54 \text{ mg/m}^3$, and upper quartile $= 4.02 \text{ mg/m}^3$) and SW (median $= 1.71 \text{ mg/m}^3$, lower quartile $= 0.73 \text{ mg/m}^3$, and upper quartile $= 3.82 \text{ mg/m}^3$) (Table 2). Decreases in relative statistical error were observed with increasing concentrations of chl-$a$ (Table 3). The highest error was noted for concentrations lower than $1 \text{ mg/m}^3$ (from 254\% for ST_FUB to as high as 966\% for ST_C2R). The dispersion of the differences between calculated and measured data on histograms (Fig. 5) was the smallest for the SW_C2R (between $-25.48$ and $29.28 \text{ mg/m}^3$ with a mean value of $-0.07 \text{ mg/m}^3$),
whereas the highest was for the ST_FUB (between −17.68 and 112.90 mg/m³ with a mean value of 1.32 mg/m³) algorithm.

### 3.2 Benefits of ICOL Correction

First, we checked the influence of using ICOL correction without accounting for sampling point locations. The results showed significant improvement, by about 100%, only for the band ratio algorithms applied for the FUB derived reflectances. Statistical errors $\sigma_e$ were reduced from 265% to 181% for the MD algorithm and from 294% to 187% for the SW algorithm after ICOL correction (Table 4). No improvement was noted in the other cases. Standard chl-$\alpha$ concentration products obtained using FUB and C2R processors (ST_FUB and ST_C2R) were not significantly changed by ICOL ($\sigma_e$ was 193% and 448% before ICOL correction and 194% and 463% after, respectively). However, the results of band ratio algorithms applied for C2R-derived reflectances were slightly worse after using ICOL correction ($\sigma_e$ was 206% for the MD algorithm and 221% for the SW algorithm before ICOL correction and 221% and 235% after, respectively) (Table 4). The application of this processor is not always advisable because of the lengthy computation time of at least a half-an-hour for one RR image of the Baltic Sea. The statistics of dispersion on the histograms of the differences between the MERIS and in situ data after the ICOL processor changed only slightly (Fig. 6). The smallest dispersion was noted for SW_C2R (between −20.59 and 15.71 with a mean value of 0.16), whereas the highest was for the ST_FUB algorithm (between −17.67 and 112.90 with a mean value of 1.22). Data

---

Table 2  Descriptive statistics of chlorophyll $\alpha$ concentrations derived from satellite data (chl-$\alpha_{\text{SAT}}$ without ICOL correction, using both processors—C2R and FUB, and all algorithms tested (ST, MD, SW).

<table>
<thead>
<tr>
<th>No. of data</th>
<th>Mean</th>
<th>Median</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Standard Deviation</th>
<th>Lower Quartile</th>
<th>Upper Quartile</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST C2R [mg/m³]</td>
<td>7.72</td>
<td>4.68</td>
<td>0.22</td>
<td>36.17</td>
<td>7.37</td>
<td>1.34</td>
<td>11.04</td>
</tr>
<tr>
<td>MD C2R [mg/m³]</td>
<td>3.49</td>
<td>2.08</td>
<td>&lt;0.01</td>
<td>44.71</td>
<td>4.04</td>
<td>0.20</td>
<td>5.31</td>
</tr>
<tr>
<td>SW C2R [mg/m³]</td>
<td>3.89</td>
<td>2.52</td>
<td>0.01</td>
<td>42.02</td>
<td>4.04</td>
<td>0.54</td>
<td>5.66</td>
</tr>
<tr>
<td>MD FUB [mg/m³]</td>
<td>3.17</td>
<td>1.60</td>
<td>&lt;0.01</td>
<td>33.65</td>
<td>4.11</td>
<td>0.54</td>
<td>4.02</td>
</tr>
<tr>
<td>SW FUB [mg/m³]</td>
<td>3.18</td>
<td>1.71</td>
<td>&lt;0.01</td>
<td>33.59</td>
<td>4.08</td>
<td>0.73</td>
<td>3.82</td>
</tr>
<tr>
<td>ST FUB [mg/m³]</td>
<td>4.94</td>
<td>2.46</td>
<td>0.16</td>
<td>118.40</td>
<td>9.60</td>
<td>1.24</td>
<td>5.62</td>
</tr>
</tbody>
</table>

Table 3  Systematic ($\langle \epsilon \rangle$) and statistical errors ($\sigma_e$) of chlorophyll $\alpha$ concentrations derived from satellite data without ICOL correction, using both processors—C2R and FUB, and all algorithms tested (ST, MD, SW), calculated for different ranges of chl-$\alpha$ concentrations.

<table>
<thead>
<tr>
<th>chl-$\alpha$ (0-1) [mg/m³]</th>
<th>$\langle \epsilon \rangle$ [%]</th>
<th>$\sigma_e$ [%]</th>
<th>chl-$\alpha$ (1-5) [mg/m³]</th>
<th>$\langle \epsilon \rangle$ [%]</th>
<th>$\sigma_e$ [%]</th>
<th>chl-$\alpha$ (5-10) [mg/m³]</th>
<th>$\langle \epsilon \rangle$ [%]</th>
<th>$\sigma_e$ [%]</th>
<th>chl-$\alpha$ &gt; 10 [mg/m³]</th>
<th>$\langle \epsilon \rangle$ [%]</th>
<th>$\sigma_e$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST C2R</td>
<td>503</td>
<td>966</td>
<td>149</td>
<td>260</td>
<td>77</td>
<td>113</td>
<td>14</td>
<td>71</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MD C2R</td>
<td>121</td>
<td>455</td>
<td>4</td>
<td>124</td>
<td>18</td>
<td>52</td>
<td>−34</td>
<td>79</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SW C2R</td>
<td>174</td>
<td>484</td>
<td>22</td>
<td>129</td>
<td>−11</td>
<td>53</td>
<td>−32</td>
<td>75</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MD FUB</td>
<td>130</td>
<td>635</td>
<td>−15</td>
<td>105</td>
<td>−12</td>
<td>81</td>
<td>−59</td>
<td>31</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SW FUB</td>
<td>150</td>
<td>714</td>
<td>−12</td>
<td>107</td>
<td>−16</td>
<td>80</td>
<td>−57</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST FUB</td>
<td>152</td>
<td>254</td>
<td>24</td>
<td>127</td>
<td>74</td>
<td>287</td>
<td>−11</td>
<td>73</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
scattering was greater when the ICOL processor was not applied for ST_FUB ($R^2 = 0.32$ before and $R^2 = 0.48$ after ICOL correction) (Fig. 7), whereas the coefficient of determination for both SW_FUB and MD_FUB was smaller after ICOL correction. Nevertheless, improvements in the statistical error of these two algorithms was significant (Table 4). Although the statistics for the band ratio algorithms (MD and SW) were the best, these algorithms significantly underestimated the concentrations corresponding to in situ values lower than 5 mg/m$^3$ (Fig. 7). When all the data were considered together, the best results were obtained using the band ratio algorithms with the FUB processor after ICOL correction (ICOL_MD_FUB and ICOL_SW_FUB) (Table 4). The results are not surprising, because, according to Kratzer, the ICOL processor should improve the level 2 data.

### 3.3 Comparison of the chl-a Products Calculated for Coastal Zones and Open Seas

Second, we checked the algorithm accuracy at various locations: coastal and open sea waters (as defined in Sec 2.1) without and with ICOL corrections. All sampling points were grouped according to their location. Improvement in accuracy after applying ICOL was expected in
Table 4  Comparison of systematic ($\varepsilon$) and statistical errors ($\sigma_e$) of chlorophyll $a$ concentrations derived from satellite data for all the algorithms tested (ST, MD, SW) obtained with and without ICOL corrections.

<table>
<thead>
<tr>
<th></th>
<th>NON-ICOL</th>
<th></th>
<th>ICOL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>($\varepsilon$) [%]</td>
<td>$\sigma_e$ [%]</td>
<td>($\varepsilon$) [%]</td>
</tr>
<tr>
<td>ST C2R</td>
<td>181</td>
<td>448</td>
<td>178</td>
</tr>
<tr>
<td>MD C2R</td>
<td>15</td>
<td>206</td>
<td>13</td>
</tr>
<tr>
<td>SW C2R</td>
<td>35</td>
<td>221</td>
<td>35</td>
</tr>
<tr>
<td>MD FUB</td>
<td>5</td>
<td>265</td>
<td>13</td>
</tr>
<tr>
<td>SW FUB</td>
<td>9</td>
<td>294</td>
<td>16</td>
</tr>
<tr>
<td>ST FUB</td>
<td>51</td>
<td>193</td>
<td>45</td>
</tr>
</tbody>
</table>

Fig. 6  Distribution of the differences between chlorophyll $a$ concentration measured in situ (chl-$a_{in situ}$) and derived from satellite data (chl-$a_{SAT}$) with ICOL correction, using both processors: C2R (a, c, and e) and FUB (b, d, and f), and all tested algorithms (ST, MD, and SW) described in the text.
coastal waters where the adjacency effect can occur. However, our results show that ICOL processing only improved MD_FUB and SW_FUB products (by about 150% and 200%, respectively), but ICOL correction did not change the results of standard chl-a concentration products of the FUB processor—ST_FUB (Table 5). However, ICOL_ST_FUB still produced the lowest error in coastal areas. The results obtained with the C2R processor were even much worse after

Fig. 7 Relationship between chlorophyll a concentration measured in situ (chl-a_{in situ}) and derived from satellite data (chl-a_{SAT}) using the FUB processor with (a, c, and e) and without (b, d, and f) ICOL corrections and three different chlorophyll a algorithms (ST, MD, and SW) described in the text. ($R^2$—determination coefficient calculated for linear relation in log–log scale, $N$—number of data pairs).

coastal waters where the adjacency effect can occur. However, our results show that ICOL processing only improved MD_FUB and SW_FUB products (by about 150% and 200%, respectively), but ICOL correction did not change the results of standard chl-a concentration products of the FUB processor—ST_FUB (Table 5). However, ICOL_ST_FUB still produced the lowest error in coastal areas. The results obtained with the C2R processor were even much worse after
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using the ICOL processor (up to 120%) than without this correction. To summarize, the most accurate results for the coastal zone were noted for the standard FUB processor chl-a concentration product either with or without ICOL correction. In the open sea, area ICOL correction improved the algorithms of the C2R processor (ST, MD, and SW) slightly, but it had almost no impact on the algorithms of the FUB processor. Still, the highest accuracy was observed for two band ratio algorithms with the FUB processor: MD_FUB and SW_FUB (Table 5).

4 Discussion

Vaiciute\footnote{1} observed a connection between the accuracy of the algorithms dedicated for Case-2 waters of MERIS data and Secchi depth. At Secchi depths greater than 3 m, the accuracy was much worse than for shallower values of this parameter. Assuming that such low values of Secchi depth are observed mostly in coastal waters, the results of Vaiciute\footnote{1} are also confirmed by our results. In coastal waters, the CDOM concentration is usually higher and can significantly influence the values of water-leaving reflectance, and, thus, the derived concentrations of water components. Generally, the FUB processor produced better results than did the C2R processor, which has also been confirmed in other papers.\cite{1,13,21} In all the cases studied, the MD and SW algorithms produced very similar results. This means that both MD and SW can be applied with similar error results for MERIS and OLCI data in the future. The accuracy of chl-a concentration retrieval is much better in open sea waters, especially for the MD_FUB and SW_FUB algorithms. In these cases, the difference in the relative statistical error between coastal and open sea waters was about 200% after using the ICOL processor and even >300% without it (Table 5). As in the case when all data were taken into consideration, there was no improvement after applying ICOL for the C2R processor either in coastal or open sea waters. Even for the algorithms with the best results, the error was still significant, which suggests the necessity of further work on this subject. The spectral resolution of satellite images is currently becoming higher and higher. The possibility of using hyperspectral images allows one to use more spectral bands as input to the algorithms. The accuracy of an algorithm is influenced by many factors resulting from the differences between sampling and satellite image recording. The problems linked to the correct validation of satellite products, for example, chl-a concentration products, are caused by many factors. In order to compare in situ and satellite data, the samples should be collected during satellite overpasses. Accounting for the frequency of the cloudiness over the Baltic Sea, such measurements are not easy to plan or perform. According to Vaiciute,\footnote{1} the time of sampling influences the validation results. In this work, the satellite images were recorded on the same day as the samples were taken without accounting for the time of data sampling.

<table>
<thead>
<tr>
<th>Arithmetic statistics for coastal stations</th>
<th>Arithmetic statistics for open sea stations</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of data = 173</td>
<td>No. of data = 297</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>NON-ICOL</td>
<td>ICOL</td>
</tr>
<tr>
<td>$\langle \varepsilon \rangle$ [%]</td>
<td>$\sigma_\varepsilon$ [%]</td>
</tr>
<tr>
<td>STC2R</td>
<td>171</td>
</tr>
<tr>
<td>MDC2R</td>
<td>4</td>
</tr>
<tr>
<td>SW C2R</td>
<td>27</td>
</tr>
<tr>
<td>MD FUB</td>
<td>40</td>
</tr>
<tr>
<td>SW FUB</td>
<td>46</td>
</tr>
<tr>
<td>ST FUB</td>
<td>54</td>
</tr>
</tbody>
</table>

Table 5: Comparison of systematic ($\langle \varepsilon \rangle$) and statistical errors ($\sigma_\varepsilon$) of chlorophyll a concentrations derived from satellite data, using both processors—C2R and FUB, and all algorithms tested (ST, MD, SW) with or without ICOL correction with respect to location (coastal zone or open sea).
Another source of error is that, during algal blooms, especially summer cyanobacterial blooms, the algae in the surface layer are not distributed homogeneously, but form so-called patches that are clearly VISIBLE in satellite images, but difficult to detect in in situ datasets. Moreover, when an in situ sample is taken, the algae from the surface are often dispersed by the ship. In our work, we analyzed the images with a spatial resolution of 1.2 km. The analyzed radiance was the mean value of the signal from 1.44 km² and was compared with the data taken from one point located within the area of the pixel. The influence of this factor is impossible to assess without knowing the characteristic scales of the temporal and spatial variability of chl-a concentrations in the analyzed water basin, both in the coastal zone and further offshore. Finally, as mentioned in Sec. 2.2, the values of chl-a concentrations measured by spectrophotometrical and HPLC methods can vary. This fact can also influence validation results, especially since most of the algorithms for the satellite data have been calibrated by using the HPLC results.

5 Summary

Chl-a MERIS products calculated with two processors were taken into consideration in this study. The FUB processor showed better results than did C2R. The algorithms proposed in the DESAMBEM project, originally designed for SeaWiFS (SW) and MODIS (MD) sensors but adapted to local conditions, were tested for the MERIS data as well. In all cases, the band ratio algorithms (MD and SW) showed similar results. Therefore, it is proposed that both MD and SW can be used with similar error for MERIS and, in the future, OLCI data. These data can be used as a tool for mapping chl-a concentrations in the surface waters of the Baltic Sea. The results show that the adjacency effect can be reduced by processing images with the ICOL for the output of the FUB processor. Moreover, the assessment of the chl-a concentration based on the MERIS images is better for the data located >10 km from the coast. The significant error obtained suggests the necessity for further work on this subject. In our work, we focused on the variability of chl-a concentrations depending on the location. The concentration of optical properties can change based on the location because of the adjacency effect as well as different ratios between CDOM and chl-a. The variation of the ratios mentioned can influence seasonal variability, which should be considered in future studies. According to this work, the most accurate algorithm for the coastal zone is the standard chl-a concentration product of the FUB processor either with or without ICOL correction. In the open sea area, the highest accuracy was observed for two band ratio algorithms: MD_FUB and SW_FUB (Table 5).
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