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1 Introduction

The atmosphere is a superb integrator of spatiotemporally variable surface fluxes. The complexity of global and regional carbon cycles in surface fluxes leads to uncertainty in climate forecasting. The distribution of CO2 in the atmosphere, and its time evolution, can thus be used to quantify surface fluxes. A satellite-based remote sounding instrument capable of measuring the long-term global distributions of CO2 would greatly improve our ability to obtain the spatio-temporal variability of atmospheric CO2 concentrations.1,2

Satellite measurements of the global atmospheric CO2 distribution would record its continuous change, which could provide not only a long time series that is stable over wide regions, but also ground-to-aerial three-dimensional information regarding atmospheric composition. Advanced infrared (IR) sounders, particularly the atmospheric infrared sounder (AIRS) aboard the Aqua satellite and the Infrared Atmospheric Sounding Instrument (IASI) aboard the Metop satellite,1 have been approved to retrieve mid-troposphere CO2 concentration data. The scanning imaging absorption spectrometer for atmospheric chartography (SCIAMACHY)4 aboard the European Environmental Satellite (ENVISAT) is a spectrometer designed to measure the surface concentrations of CO2 because the channels sensitive to the near-IR are used for retrieval. The Greenhouse Gases Observing Satellite (GOSAT) was launched on January 23, 2009,
and its task is to monitor global atmospheric levels of greenhouse gases from space. The orbiting carbon observatory (OCO) was specially equipped by the United States with a high-resolution spectroscopic instrument for CO₂ observations. Unfortunately, the OCO failed to launch in 2009. Currently, only the AIRS can provide stable long-term data on the global distribution of CO₂. Therefore, simulated AIRS data were used to investigate the sensitivity of CO₂ retrieval with high precision. Researchers have applied various methods to retrieve CO₂ data using AIRS data.

Because most of the variability in atmospheric CO₂ occurs in the planetary boundary layer, the CO₂ variability related to sinks and sources can be well represented by measurements of the total CO₂ column. Such measurements should be precise enough to resolve the CO₂ seasonal variability and horizontal gradients averaged over an atmospheric model grid box (e.g., 1 deg × 1 deg) and time scale (e.g., monthly) typical for climate studies and should be accurate enough to resolve long-term trends. For a column average, the mixing ratio gradients over horizontal scales of ∼1000 km are typically 0.3% to 0.5% [i.e., 1 to 2 parts per million by volume (ppmv)]. The column measurement goal of 1-ppmv precision on a time scale of 1 month has been shown to improve surface source and sink estimates significantly in model studies.

Radiance measurements from space can reflect not only CO₂ absorption but also other atmospheric factors, such as different atmospheric temperatures and pressures. Satellites are expected to provide a promising new source of CO₂ data by 2020. However, for column-integrated CO₂ measurements to be useful for source and sink inversions, the requirements on the measurements are stringent. Moreover, little work on the sensitivity of atmospheric CO₂ retrieval from the AIRS observations has been reported.

It is well known that the increase in CO₂ concentration contributes to global climate change. In this study, the focus on atmospheric CO₂ change is through the response of radiance from the AIRS bands in relation to the responses of other variables. The dependence of the radiance sensitivity on the atmospheric temperature profile, water vapor profile, and O₂ data of different locations is also considered. This dependence produces the largest error source in the reverse accuracy of the CO₂ column concentration, except for those error sources caused while measuring with instrument characteristics. Therefore, the present sensitivity study of global atmospheric CO₂ retrieval from the AIRS observations will help to improve the understanding of uncertainty about climate change.

2 Measurement Strategies

2.1 Ground-Based Validation of the AIRS CO₂ Product

The AIRS instrument has been orbiting the earth on NASA’s Aqua satellite in a sun-synchronous near-polar orbit since 2002. For the first time, it affords us the ability to retrieve CO₂ and other trace gases. The tropospheric noise from the AIRS have been used to produce global profiles of temperature and water vapor as well as carbon dioxide and other trace gases. The tropospheric CO₂ products are derived by binning the Level 2 standard retrievals in a grid that is 2 deg in latitude by 2.5 deg in longitude over daily, 8-day, and monthly time spans.

Ground-based measurements can provide the CO₂ concentration with high precision. The World Meteorological Organization (WMO), the U.S. National Oceanic and Atmospheric Administration (NOAA), the Meteorological Service of Canada (MSC), and the Japanese National Institute for Environmental Studies (NIES) have built numerous ground-based CO₂
observation stations throughout the world\textsuperscript{18,19} to obtain information about variations in CO\textsubscript{2}. Data from ground-based and aerial CO\textsubscript{2} measurements are available at the WMO World Data Centre for Greenhouse Gases (WMO WDCGG) web site (http://gaw.kishou.go.jp/wdgg/wdgg.html).\textsuperscript{18}

The above-mentioned agencies provide measurements from a total of $\sim$201 baseline observatories, fixed sites, and tall towers, complemented by measurements from ships and aircraft. Although the \textit{in situ} measurements are highly accurate, the distribution in space and time is necessarily somewhat limited for global process studies.\textsuperscript{15}

In this article, 123 \textit{in situ} data are selected to validate the quality of the AIRS CO\textsubscript{2} product. These data cover the period from September 2002 to July 2011, which is the same period as covered by the AIRS data. Figure 1 compares the AIRS CO\textsubscript{2} products with the \textit{in situ} observations for September 2002 to July 2011. This comparison shows that the AIRS results are consistent with the ground-based observations. Figure 1 provides the average bias, standard deviation, and correlation coefficients for both the ground-based and satellite observations over the years. The correlation coefficients are higher than 0.8 for most stations from 60°S to 30°N. Further, the bias is lower than 3 ppmv, and the monthly average standard deviation is <3 ppmv.

The correlation coefficient is lower than 0.5 for the areas from 30°N to 90°N. That is, the northern hemisphere shows a lower correlation than the southern hemisphere, because the concentration of human activities is higher in the northern hemisphere than in the vast sparsely populated areas of the southern hemisphere. The bias is $\sim$5 ppmv, and the monthly average standard deviation is generally within 6 ppmv (though some individual sites have large deviations).

The validation results show that the AIRS mid-troposphere CO\textsubscript{2} product is consistent with ground-based and aerial measurements at various latitudes. The error is mainly for northern latitudes from 30°N to 60°N, followed by the Arctic.

### 2.2 Sensitivity of AIRS CO\textsubscript{2} Retrieval

#### 2.2.1 Algorithm for CO\textsubscript{2} concentration retrieval

The AIRS is a high-spectral-resolution spectrometer with 2378 bands in the thermal IR (3.7 to 15.4 $\mu$m) and 4 bands in the visible wavelengths (0.4 to 1.0 $\mu$m). Data from the AIRS and its companion instrument, the Advanced Microwave Sounding Unit (AMSU), are combined to

![Fig. 1 Error comparisons between atmospheric infrared sounder (AIRS) products and \textit{in situ} observations.](https://www.spiedigitallibrary.org/journals/Journal-of-Applied-Remote-Sensing)

\textit{Fig. 1} Error comparisons between atmospheric infrared sounder (AIRS) products and \textit{in situ} observations.
eliminate the effects of clouds. The resulting AIRS Level 2 products include these cloud-cleared IR radiances and retrieved profiles of atmospheric temperature, water vapor, and \( \text{O}_3 \) with a nominal spatial resolution of 45 km at nadir. The AIRS/AMSU/Humidity Sounder for Brazil (HSB) instrument suite is constructed to obtain atmospheric temperature profiles to an accuracy of 1 K for every 1-km layer in the troposphere and 1 K for every 4-km layer in the stratosphere up to an altitude of 40 km. The accuracy of the temperature profile in the troposphere matches that achieved by radiosondes launched from ground stations. In conjunction with the temperature profiles, the AIRS instrument suite obtains water vapor profiles to an accuracy of 20% in the 2-km layer of the lower troposphere and to an accuracy of 20% to 60% in the upper troposphere.

The tropospheric \( \text{CO}_2 \) products released by the AIRS project through the Goddard Earth Sciences Data and Information Services Center (GES DISC) are derived by means of the vanishing partial derivatives (VPDs) method of Chahine et al. The VPD method is based on the Gauss method for finding a local minimum on an \( n \)-dimensional surface. The Gauss method is based on a general property of the total differential of a multivariate function: at the point of a local minimum (or maximum), the first partial derivatives of the function with respect to each unknown must individually vanish.

The VPD \( \text{CO}_2 \) solution is obtained by an iterative process that minimizes the RMS difference between the Level 2 cloud-cleared radiances and the forward-computed radiances from the Level 2 profiles retrieved for selected \( \text{CO}_2 \) channels in the 15-\( \mu\text{m} \) band. The process begins with the AIRS Level 2 atmospheric state and \( \text{CO}_2 \) climatology and then separately perturbs the temperature, water vapor, \( \text{O}_3 \), and \( \text{CO}_2 \). The solution is obtained at the point where the partial derivatives of the \( \text{CO}_2 \) channels with respect to temperature, water vapor, \( \text{O}_3 \), and \( \text{CO}_2 \) are individually equal to zero (minimized).

Evaluation of the relative sensitivity of each channel to temperature, water vapor, \( \text{O}_3 \), and \( \text{CO}_2 \) leads to the choice of the spectral range used in the VPD retrieval. The range 690 to 725 cm\(^{-1}\) is well suited for selecting the channel set to retrieve the \( \text{CO}_2 \) mixing ratio. Table 1 summarizes the IR channels whose cloud-cleared radiances are used in the VPD retrieval of tropospheric \( \text{CO}_2 \). An evaluation of the sensitivity of the \( \text{CO}_2 \) retrieval to temperature, water vapor, and \( \text{O}_3 \) can help us to understand the sources of retrieval errors.

### 2.2.2 Sensitivity of \( \text{CO}_2 \) concentration retrieval

Radiance measurements from the space in a \( \text{CO}_2 \) absorption band can reflect the total \( \text{CO}_2 \) column. Variations in the vertical temperature profile, the water vapor profile, and the distribution of interfering gases as the satellite instrument moves will add uncertainties to the \( \text{CO}_2 \) measurements. To study the effects of these variations on the retrieval of \( \text{CO}_2 \) columns, the AIRS measurements are simulated in the spectral range 690 to 725 cm\(^{-1}\). The strong \( \text{CO}_2 \) emission band at 15 \( \mu\text{m} \) is used to derive atmospheric temperature profiles, with the assumption that the \( \text{CO}_2 \) concentration throughout the atmosphere is fixed. The sensitivity of space-observed radiance to emission temperature in this band is much greater than the sensitivity to the \( \text{CO}_2 \) concentration. In addition, water vapor and the \( \text{O}_3 \) column cause significant interference within this band.

The radiative transfer model used for atmospheric absorption in this study is called the line-by-line radiative transfer model (LBLRTM). The LBLRTM is an accurate, efficient, and well-established line-by-line algorithm that is widely used in studies of atmospheric radiation and remote sensing to validate band models, generate fast-forward models in retrieval processes, and simulate radiance for high-spectral-resolution sensor designs. The high-resolution

<table>
<thead>
<tr>
<th>Table 1</th>
<th>List of channels used for the vanishing partial derivatives iterative solution.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel</td>
<td>192</td>
</tr>
<tr>
<td>Wavenumber (cm(^{-1}))</td>
<td>704.436</td>
</tr>
<tr>
<td>Channel</td>
<td>216</td>
</tr>
<tr>
<td>Wavenumber (cm(^{-1}))</td>
<td>711.293</td>
</tr>
</tbody>
</table>
transmission molecular absorption database is used as input to the LBLRTM. The Voigt profile is used for absorption line shapes to include both collisional- and Doppler-broadening processes throughout the column of the atmosphere.

Models of five standard atmospheres are used for atmospheric profiles with extensions to 100 km. The atmospheric radiance in the spectral range 690 to 725 cm\(^{-1}\) is shown in Fig. 2(a). The baseline atmospheric CO\(_2\) mixing ratio is set to 380 ppmv, and the satellite view is set to nadir.

According to the accuracies of the AIRS products, the temperature profiles have an accuracy of 1 K for every 1-km layer, the atmospheric water vapor profile has an accuracy of 20% in 2-km layers, and there are 10% errors in the O\(_3\) column. Based on the error quantification presented here, the change produced in the measured radiance by these errors is compared with the change in the CO\(_2\) concentration. Then the maximum uncertainty in the retrieved CO\(_2\) concentration is produced by these errors under the five standard atmospheric models.

3 Results

3.1 Spectral Resolution

A scanning function is used, which can simulate the slit function of a grating spectrometer to convolve the monochromatic radiances calculated line-by-line. The radiance measurement of the reflected IR wavelength at high spectral resolution results in a high sensitivity to atmospheric CO\(_2\) change. Thus, a balance in the spectral resolution and the radiance sensitivity is required of instrumentation for CO\(_2\) measurements.

The effects of spectral resolution on radiance and radiance sensitivity are presented in Figs. 2(b)–2(f), from the highest possible resolution of the model (\(\sim 0.00015 \text{ cm}^{-1}\), black lines) to the spectral resolution of AIRS (\(\lambda/\Delta\lambda = 1200\), colored lines). The results show that the AIRS resolution, unlike the model resolution, is adequate for CO\(_2\) spectral features, can maintain a moderate radiance level, and has good radiance sensitivity.

![Fig. 2](https://example.com/fig2.png)

*Fig. 2* Radiance at different spectral resolutions under five different standard atmospheric models: (a) all standard atmospheric models, (b) tropical, (c) midlatitude summer, (d) midlatitude winter, (e) subarctic summer, and (f) subarctic winter.
3.2 Radiance Sensitivity for CO₂ Change

Altitude has an important effect on the CO₂ absorption linewidth through pressure broadening. Figure 3 shows the change produced in the measured radiance by a 1 ppmv increase in the CO₂ concentration in each 1-km layer of the atmosphere. The measured radiance decreases with a 1-ppmv increase in the CO₂ concentration because the transmittance decreases as the CO₂ concentration increases. Furthermore, the vertical sensitivity calculated for a 1-ppmv CO₂ increase in each 1-km layer is shown in Fig. 4 for the 13 AIRS channels used in the NOAA retrievals under the five different standard atmospheric models. The AIRS mid-troposphere CO₂ is well mixed, because the channels used for retrieval are sensitive to altitudes of ∼10 km, which provide the strongest contributions to the measured radiance. The changes in radiance are mainly caused by the variations in atmospheric CO₂ concentration at altitudes of 20 km or less.

Moreover, the AIRS weighting functions have a tail that extends into the stratosphere, especially in the polar regions, where the tropopause is lower. The stratospheric air is colder than that of the troposphere by an amount that varies with latitude. As can be observed in Fig. 4, an increase in latitude produces a negative change in radiance sensitivity. Additionally, the radiance sensitivity is greater in summer than in winter. Overall, greater radiance sensitivity leads to a more precise retrieval of the CO₂ concentration data.

The change in the measured radiance was also calculated for a 1-ppmv increase in the CO₂ column for the 13 AIRS channels used in the NOAA retrievals under the five different standard atmospheric models. The results include the variance and sensitivity of the upwelling radiance at the top of the atmosphere, as shown in Table 2. The band at 711.005 cm⁻¹ is particularly sensitive in all five standard atmospheric models, and the maximum value of the radiance sensitivity is 0.078%. Comparing the values of radiance sensitivity under the five standard atmospheric models, it can be seen that an increase in latitude corresponds to a decrease in radiance sensitivity, whereas the radiance sensitivity is greater in summer than in winter.

![Fig. 3 CO₂ Jacobians for a 1-ppmv layer perturbation under five different standard atmospheric models: (a) tropical, (b) midlatitude summer, (c) midlatitude winter, (d) subarctic summer, and (e) subarctic winter.](https://www.spiedigitallibrary.org/journals/Journal-of-Applied-Remote-Sensing on 06 Jun 2019 Terms of Use: https://www.spiedigitallibrary.org/terms-of-use)
3.3 Temperature Dependence

Temperature greatly affects the CO₂ absorption coefficient in terms of line strength, line shape, and even line position. Thus, the amount of back-to-space radiance in the IR greatly depends on the atmospheric temperature, even though the dependence is much weaker than in the bands for temperature profile retrieval.\(^{15}\)

The AIRS/AMSU/HSB instrument suite is able to measure atmospheric temperature profiles to an accuracy of 1 K for every 1-km layer in the troposphere and 1 K for every 4-km layer in the stratosphere up to an altitude of 40 km. In this study, a 1-K temperature deviation was added to each layer of the five standard atmospheric models. Such a deviation is likely for temperature profile retrieval errors when matching the observed radiances with computed radiances. Figure 5 shows the radiance changes in percent for the 13 AIRS channels used in the NOAA retrievals after the 1-K temperature error was introduced into the temperature profile under the five standard atmospheric models. The overall influence of the temperature retrieval error is <0.2%, which is significantly smaller than the change due to a 1% CO₂ change.

The channels used for retrieval are sensitive to altitudes of \(\sim 10 \text{ km}\), which provide the strongest contributions to the measured radiance. These altitudes are similar to those of the CO₂ radiance sensitivity, resulting in a greater interference for CO₂ concentration retrieval. The 706.137-cm\(^{-1}\) band is the most sensitive, but the change produced in the measured radiance by a temperature increase of 1 K is negligible above 40 km in the atmosphere. Furthermore, the tropical and subarctic regions have greater radiance sensitivity than the midlatitude areas, while the radiance sensitivity at each latitude is greater in winter than in summer because of the seasonal dependence, especially in the subarctic region.

Figure 6 shows the variations in measured radiance caused by temperature errors (top curve) and the change in CO₂ concentration (bottom curve) under the five standard atmospheric models. It can be observed that the change in the measured radiance is a function of the 1-K increase in each 1-km layer of the atmosphere. In the troposphere, the measured radiance is more sensitive to temperature changes. As observed in Fig. 6, the maximum sensitivity to a 1-K change in each 1-km layer of the atmosphere is approximately three times the sensitivity to a 1-ppmv change in
Table 2  Variations and sensitivities of measured radiance for a 1-ppmv CO\textsubscript{2} change in five different standard atmospheres.

<table>
<thead>
<tr>
<th>Wavenumber (cm\textsuperscript{-1})</th>
<th>Tropical</th>
<th></th>
<th>Midlatitude summer</th>
<th></th>
<th>Midlatitude winter</th>
<th></th>
<th>Subarctic summer</th>
<th></th>
<th>Subarctic winter</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\Delta) Radiance (W cm\textsuperscript{-2} sr\textsuperscript{-1} cm \times 10\textsuperscript{-9})</td>
<td>Radiance sensitivity (%)</td>
<td>(\Delta) Radiance (W cm\textsuperscript{-2} sr\textsuperscript{-1} cm \times 10\textsuperscript{-9})</td>
<td>Radiance sensitivity (%)</td>
<td>(\Delta) Radiance (W cm\textsuperscript{-2} sr\textsuperscript{-1} cm \times 10\textsuperscript{-9})</td>
<td>Radiance sensitivity (%)</td>
<td>(\Delta) Radiance (W cm\textsuperscript{-2} sr\textsuperscript{-1} cm \times 10\textsuperscript{-9})</td>
<td>Radiance sensitivity (%)</td>
<td>(\Delta) Radiance (W cm\textsuperscript{-2} sr\textsuperscript{-1} cm \times 10\textsuperscript{-9})</td>
<td>Radiance sensitivity (%)</td>
</tr>
<tr>
<td>704.436</td>
<td>3.71</td>
<td>0.067</td>
<td>3.15</td>
<td>0.056</td>
<td>2.24</td>
<td>0.046</td>
<td>2.33</td>
<td>0.042</td>
<td>1.86</td>
<td>0.042</td>
</tr>
<tr>
<td>706.137</td>
<td>4.53</td>
<td>0.074</td>
<td>3.96</td>
<td>0.065</td>
<td>2.89</td>
<td>0.055</td>
<td>3.15</td>
<td>0.053</td>
<td>2.41</td>
<td>0.051</td>
</tr>
<tr>
<td>709.279</td>
<td>4.33</td>
<td>0.067</td>
<td>3.75</td>
<td>0.058</td>
<td>2.97</td>
<td>0.055</td>
<td>3.07</td>
<td>0.049</td>
<td>2.42</td>
<td>0.049</td>
</tr>
<tr>
<td>709.566</td>
<td>4.21</td>
<td>0.066</td>
<td>3.65</td>
<td>0.057</td>
<td>2.91</td>
<td>0.054</td>
<td>2.91</td>
<td>0.047</td>
<td>2.41</td>
<td>0.048</td>
</tr>
<tr>
<td>710.141</td>
<td>4.35</td>
<td>0.068</td>
<td>3.87</td>
<td>0.061</td>
<td>3.03</td>
<td>0.056</td>
<td>3.14</td>
<td>0.051</td>
<td>2.45</td>
<td>0.050</td>
</tr>
<tr>
<td>710.716</td>
<td>3.99</td>
<td>0.066</td>
<td>3.51</td>
<td>0.057</td>
<td>2.49</td>
<td>0.048</td>
<td>2.65</td>
<td>0.044</td>
<td>2.04</td>
<td>0.043</td>
</tr>
<tr>
<td>711.005</td>
<td>5.62</td>
<td>0.078</td>
<td>5.19</td>
<td>0.073</td>
<td>3.91</td>
<td>0.066</td>
<td>4.26</td>
<td>0.064</td>
<td>3.25</td>
<td>0.060</td>
</tr>
<tr>
<td>711.293</td>
<td>4.16</td>
<td>0.068</td>
<td>3.61</td>
<td>0.058</td>
<td>2.90</td>
<td>0.055</td>
<td>2.82</td>
<td>0.047</td>
<td>2.39</td>
<td>0.049</td>
</tr>
<tr>
<td>711.582</td>
<td>4.06</td>
<td>0.064</td>
<td>3.51</td>
<td>0.055</td>
<td>2.68</td>
<td>0.050</td>
<td>2.85</td>
<td>0.046</td>
<td>2.26</td>
<td>0.046</td>
</tr>
<tr>
<td>711.871</td>
<td>4.39</td>
<td>0.067</td>
<td>3.82</td>
<td>0.059</td>
<td>2.88</td>
<td>0.053</td>
<td>3.20</td>
<td>0.051</td>
<td>2.43</td>
<td>0.049</td>
</tr>
<tr>
<td>714.773</td>
<td>4.62</td>
<td>0.066</td>
<td>4.19</td>
<td>0.061</td>
<td>3.24</td>
<td>0.056</td>
<td>3.49</td>
<td>0.053</td>
<td>2.68</td>
<td>0.051</td>
</tr>
<tr>
<td>717.994</td>
<td>4.59</td>
<td>0.064</td>
<td>4.10</td>
<td>0.059</td>
<td>3.36</td>
<td>0.056</td>
<td>3.49</td>
<td>0.052</td>
<td>2.79</td>
<td>0.051</td>
</tr>
<tr>
<td>721.244</td>
<td>4.66</td>
<td>0.084</td>
<td>3.87</td>
<td>0.069</td>
<td>2.90</td>
<td>0.061</td>
<td>2.79</td>
<td>0.051</td>
<td>2.35</td>
<td>0.053</td>
</tr>
</tbody>
</table>
CO2. If the curves in Fig. 6 are integrated and compared with the CO2 column sensitivities (Table 2), a 1-K decrease in the atmospheric temperature over the entire profile is found to produce a change in measured radiance comparable with that produced by a 1% increase in the CO2 concentration (listed in Table 3 for all channels).

In summary, an analysis of the sources of uncertainty in the proposed CO2 radiometer was performed. The analysis shows that the most important potential source of error is uncertainty in the temperature profile. The maximum sensitivity to temperature, at 3.82 ppmv, is found in the 704.436-cm\(^{-1}\) band. This value is at least 1-ppmv higher than those in other bands. Moreover, higher latitude leads to more serious temperature interference. The effect that temperature error has on the CO2 retrieval is less in summer than in winter at the same latitude. Therefore, a good knowledge of the atmospheric temperature profile is required as ancillary data in CO2 retrieval.

3.4 Water Vapor Interference

Water vapor has only slight absorption in the band 690 to 725 cm\(^{-1}\), which requires attention when channels are selected for CO2 retrieval. Fortunately, most of the water vapor line centers in this band are not aligned with the CO2 line centers. The calculated difference in CO2 sensitivity between atmospheres with and without water vapor is negligible for most lines. However, atmospheric water vapor can significantly modify air density, reinforcing the abovementioned requirement for dry-air surface pressure measurements. However, for some wet-summer areas, such as the tropics and midlatitudes, major interference from highly variable atmospheric water vapor is a great concern for this IR band.

Figure 7 shows that the lowest layers of the atmosphere provide the strongest contributions to the measured radiance. The 714.773-cm\(^{-1}\) band is the most sensitive, and most of the change in radiance is contributed by the variation in the water vapor concentration of the atmosphere below 15 km.

Although this spectral interval was chosen partly to reduce the interference of water vapor in the measured radiances, such interference remains a significant factor in the retrieval of CO2 concentrations. The proposed measurement of atmospheric water vapor has an accuracy of
20% every 2-km layers. Figure 8 shows the fractional change in the measured radiance as a function of a 20% relative humidity decrease in each 2-km layer of the atmosphere, with respect to a standard relative humidity profile. The fractional changes in the measured radiance are <0.01% for the midlatitude winter and the subarctic region. Given this level of sensitivity to water vapor, the maximum errors for a CO₂ measurement precision of 0.5% are ∼2.58, 2.63, 0.85, 1.36, and 0.12 ppmv for the tropics, midlatitude summer, midlatitude winter, subarctic summer, and subarctic winter, respectively (see Table 3). In relative terms, lower latitude areas have greater uncertainty than higher latitude areas, and summer has greater uncertainty than winter for a given latitude.

For water vapor, the column sensitivity is greatly determined by seasonal dependence, which is mostly a result of higher densities because of the greater amounts of water vapor in the atmosphere. However, the uncertainty for CO₂ concentration retrieval is generally <2 ppmv in summer and <1 ppmv in winter.

### 3.5 O₃ Interference

Interference in the measured radiance due to O₃ is a significant factor in the process of CO₂ retrieval. The radiance measured for the reflected IR wavelength results in a high sensitivity to O₃ change. Comparisons with O₃ radiosonde data have shown for the AIRS observations that such interference leads to errors as sizeable as ∼10% in the O₃ column of the stratosphere and yields an accuracy of 20% to 70% for the troposphere. The O₃ product of the AIRS has a bias of ∼11% to +3% compared with that of the total ozone mapping spectrometer. The sensitivity of the measured radiance to the O₃ profile is presented in Fig. 9.

---

**Fig. 6** Variations in radiance caused by measured temperature errors (top curve) and the change in CO₂ concentration (bottom curve) under five different standard atmospheric models: (a) tropical, (b) midlatitude summer, (c) midlatitude winter, (d) subarctic summer, and (e) subarctic winter.
Table 3

Uncertainty in CO$_2$ retrieval caused by temperature, water vapor, and O$_3$ errors under five different standard atmospheres.

<table>
<thead>
<tr>
<th>Wavenumber (cm$^{-1}$)</th>
<th>Tropical (ppmv)</th>
<th>Midlatitude summer (ppmv)</th>
<th>Midlatitude winter (ppmv)</th>
<th>Subarctic summer (ppmv)</th>
<th>Subarctic Winter (ppmv)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T H$_2$O O$_3$ Overall error</td>
<td>T H$_2$O O$_3$ Overall error</td>
<td>T H$_2$O O$_3$ Overall error</td>
<td>T H$_2$O O$_3$ Overall error</td>
<td>T H$_2$O O$_3$ Overall error</td>
<td></td>
</tr>
<tr>
<td>704.436</td>
<td>2.54 0.19 0.58 3.32 2.82 0.23 0.80 3.86</td>
<td>3.48 0.17 1.56 5.22 3.39 0.21 0.61 4.21</td>
<td>3.82 0.05 1.58 5.45</td>
<td>2.82 0.05 1.58 5.45</td>
<td></td>
</tr>
<tr>
<td>706.137</td>
<td>2.49 0.39 0.75 3.64 2.69 0.31 1.42 4.34</td>
<td>3.36 0.26 1.42 5.06 3.04 0.39 0.83 4.27</td>
<td>3.69 0.12 1.40 5.20</td>
<td>2.82 0.05 1.58 5.45</td>
<td></td>
</tr>
<tr>
<td>709.277</td>
<td>2.24 0.70 1.69 4.63 2.44 0.98 2.20 5.63</td>
<td>2.75 0.39 3.01 6.16 2.82 0.37 1.98 5.18</td>
<td>3.31 0.08 3.17 6.56</td>
<td>2.82 0.05 1.58 5.45</td>
<td></td>
</tr>
<tr>
<td>709.567</td>
<td>2.23 0.73 1.64 4.59 2.42 0.97 2.06 5.45</td>
<td>2.74 0.36 2.87 5.97 2.86 0.38 1.92 5.16</td>
<td>3.25 0.07 2.99 6.31</td>
<td>2.82 0.05 1.58 5.45</td>
<td></td>
</tr>
<tr>
<td>710.141</td>
<td>2.36 0.41 0.96 3.73 2.52 0.58 1.16 4.25</td>
<td>3.28 0.23 1.66 4.77 2.87 0.26 0.98 4.12</td>
<td>3.46 0.06 1.74 5.28</td>
<td>2.82 0.05 1.58 5.45</td>
<td></td>
</tr>
<tr>
<td>710.716</td>
<td>1.91 1.73 1.03 4.67 2.06 1.88 1.39 5.33</td>
<td>2.59 0.61 2.40 5.60 2.55 0.73 1.34 4.62</td>
<td>3.02 0.08 2.52 5.62</td>
<td>2.82 0.05 1.58 5.45</td>
<td></td>
</tr>
<tr>
<td>711.005</td>
<td>2.17 1.66 1.06 4.89 2.23 1.89 1.30 5.41</td>
<td>2.70 0.88 1.85 5.23 2.57 0.73 1.26 4.56</td>
<td>3.19 0.11 1.91 5.21</td>
<td>2.82 0.05 1.58 5.45</td>
<td></td>
</tr>
<tr>
<td>711.582</td>
<td>2.23 0.90 1.03 4.16 2.30 1.41 0.74 4.05</td>
<td>2.46 0.47 1.16 4.09 2.60 0.44 0.71 4.01</td>
<td>2.94 0.10 1.27 4.31</td>
<td>2.82 0.05 1.58 5.45</td>
<td></td>
</tr>
<tr>
<td>711.871</td>
<td>2.22 0.78 0.54 3.35 2.21 1.10 0.74 4.05</td>
<td>2.46 0.47 1.16 4.09 2.60 0.44 0.71 4.01</td>
<td>2.94 0.10 1.27 4.31</td>
<td>2.82 0.05 1.58 5.45</td>
<td></td>
</tr>
<tr>
<td>714.773</td>
<td>2.16 2.58 1.38 6.12 2.27 2.63 1.80 6.69</td>
<td>2.74 0.85 2.50 6.09 2.62 1.15 1.77 5.17</td>
<td>3.54 3.35 1.11 2.82 6.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>717.594</td>
<td>2.16 2.58 1.50 6.23 2.28 2.40 1.89 6.59</td>
<td>2.65 0.82 2.60 6.06 2.81 1.36 1.80 5.76</td>
<td>3.29 0.11 2.77 6.17</td>
<td>2.82 0.05 1.58 5.45</td>
<td></td>
</tr>
<tr>
<td>721.244</td>
<td>2.00 0.23 0.69 2.92 2.17 0.49 0.39 3.55</td>
<td>2.39 0.26 1.38 4.03 2.62 0.27 0.77 3.66</td>
<td>3.06 0.05 1.41 4.33</td>
<td>2.82 0.05 1.58 5.45</td>
<td></td>
</tr>
<tr>
<td>Maximum</td>
<td>2.54 2.58 1.69 6.23 2.82 2.63 2.20 6.69</td>
<td>3.49 0.45 3.01 6.16 3.39 1.36 1.98 5.76</td>
<td>3.82 0.12 3.17 6.56</td>
<td>2.82 0.05 1.58 5.45</td>
<td></td>
</tr>
</tbody>
</table>
Fig. 7 Water vapor Jacobians for a 20% layer perturbation for the 13 AIRS channels used in the NOAA retrievals under five different standard atmospheric models: (a) tropical, (b) midlatitude summer, (c) midlatitude winter, (d) subarctic summer, and (e) subarctic winter.

Fig. 8 Variations caused by water vapor errors from observation under five standard atmospheric models: (a) tropical (b) midlatitude summer, (c) midlatitude winter, (d) subarctic summer, and (e) subarctic winter.
The channels used for retrieval are sensitive to stratospheric altitudes of ∼20 to 30 km, which provide the strongest contributions to the measured radiance. These altitudes are much greater than those of the CO₂ radiance sensitivity, but the measured radiance produces fractional change by a 10% decrease of O₃ in each 1-km layer of the atmosphere above 60 km. Tropical areas have greater radiance sensitivity than higher latitude areas, and the radiance sensitivity at each latitude is greater in winter than in summer because of the seasonal dependence, especially in the subarctic region.

In these IR channels, the sensitivity of measured radiance exhibits a 0.016% change by −10% variation of O₃ concentration (a reasonable level of variation in O₃ over the globe). Given this level of sensitivity, the maximum errors in O₃ concentration for CO₂ measurements are ∼1.69, 2.20, 3.01, 1.98, and 3.17 ppmv, respectively (see Table 3).

Another source of error is spectral interference from O₃ in the 709.279-cm⁻¹ band. This interference has a minimal value of 1.69 ppmv in the tropics, and then increases to 3.17 ppmv when coupled with higher latitude areas and seasonal dependence. The value of the uncertainty is 1-ppmv higher in winter than in summer at the same latitude.

In summary, the three factors of temperature, O₃, and water vapor have great influences on the sensitivity of atmospheric CO₂ retrieval from the AIRS observations. In particular, the most important factor in the tropics is water vapor, while temperature represents major interference for midlatitude and subarctic regions. Moreover, the maximum error in CO₂ retrieval occurs for midlatitude regions under summer conditions.

4 Conclusions

The global sensitivity of atmospheric CO₂ retrieval from the AIRS observations was investigated to quantify the largest error source at the IR wavelengths for global and regional carbon-cycle studies. To fully resolve the line features and obtain maximum radiance sensitivity, the results were calculated using the LBLRTM and presented at spectral resolution λ/Δλ = 1200, which is the typical linewidth of CO₂ at standard temperature and pressure. The results show that temperature, O₃, and water vapor are important factors, which have great influences on the sensitivity of...
atmospheric CO₂ retrieval from the AIRS observations. Specifically, the water vapor is the most important factor in the tropics, whereas the temperature represents major interference for mid-latitude and subarctic regions. Moreover, the maximum error caused by temperature, water vapor, and O₃ data in CO₂ retrieval occurs for midlatitude regions under summer conditions. The findings are in good agreement with those from the ground-based validation of the AIRS CO₂ products. Therefore, precise measurements of the water vapor profile, access to O₃ data, and good knowledge of the atmospheric temperature profile are important to reduce errors, especially in the CO₂ retrieval for midlatitude regions.
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