Light Field and Holographic Displays: New Trends in 3-D Imaging and Visualization

Jung-Young Son
Michael T. Eismann
Sumio Yano
Jose Manuel Rodrigues Ramos
Yi-Pei Huang

The ultimate goal of 3-D imaging is to create the natural viewing condition through a display. This goal is still far away from being realized, even though the first 3-D imaging device was introduced 180 years ago. This delay is mainly due to the absence of displays specialized for 3-D imaging. This is also why the market for 3-D imaging remains limited even with its ability to provide depth sense.

Current 3-D imaging is based on display panels for a planar image. These panels have not allowed 3-D imaging to realize its full potential because their pixel sizes are too big and pixel resolution is too low to support multiview 3-D viewing of sufficient quality. The most serious problem is a narrow focusable depth range limiting the range where viewers’ eyes’ accommodation and convergence are not in conflict with each other. This range is approximately given as \(\pm 0.3D\) (diopter) of the optimum viewing distance of the imaging system. This focusable depth range represents the depth of field (DOF) of the viewers’ eyes and exists only at close range to a display panel or screen of the imaging system.

Due to this narrow focusable depth range, it is common for most multiview 3-D imaging systems to have accommodation and convergence conflict (ACC), the main cause of eye fatigue and other symptoms derived by the fatigue. ACC is induced when the convergence of a viewer’s two eyes mismatches with the accommodation of each eye. This mismatch degrades the main depth cue of the multiview 3-D imaging, binocular and motion parallax.

The second problem is the presence of an optimum viewing distance and viewing zone in current multiview 3-D imaging. This zone restricts viewing positions to a narrow space along the depth direction. Since this restriction is caused by the optical principle of perceived depth in the imaging, it is considered as inherent to the imaging, but there is still room to extend the zone. This area should be extended as much as possible to give more freedom of movement for the viewers and to allow more simultaneous viewers.

Other problems include image distortion, chromatic distortion, image noise, and low individual image resolution. However, the recent introduction of flat panel displays with ultrahigh definition (UHD) resolution may help address the above problems.

Light field (LF) and electro-holographic (EH) imaging have been introduced to resolve the ACC problem by extending the focusable depth range more than the diopter range allowed by the DOF of the viewers’ eyes. The name "light field" has been used for many 3-D displays developed for computer graphics, but the two types of imaging are just new names for multiview 3-D imaging, which can provide a continuous parallax, and holographic imaging, which uses a display panel/chip to display a hologram electronically. Hence, it is not difficult to imagine that the current flat or curved display panel for planar imaging can also be the main display panels for both LF and EH imaging, and the three types of imaging could be displayed simultaneously on a panel.
The strong market preference for organic light-emitting diode (OLED) displays over liquid crystal display (LCD), however, makes the prediction somewhat vulnerable, because combining three imaging types on an OLED display panel will require extra effort compared to LCDs. An OLED display is an active display and the light from each pixel is incoherent. EH imaging, which requires coherent light sources, can hardly be realized on an OLED display. Added to this, the current curved or flat display panel is not optimized for LF and EH imaging in the sense of pixel size, pixel resolution and regularity, and panel size: the pixel size is too big and the resolution is too small for OLEDs.

Moreover, the regularity in the pixel alignment in the panel/chip induces light losses, and the chip size is too small for EH imaging. The smallest pixel size used for EH imaging was 1 \( \mu m^2 \), but the chip size was 1 mm\(^2\). It is too small to display a resolvable holographic image. The display chip with an approximate size of 37 \( \times \) 21 mm\(^2\), which has the pixel size of 4.8 \( \times \) 4.8 \( \mu m^2 \) and pixel resolution of 7680 \( \times \) 4320, was also used to display a hologram, but its viewing zone angle was too small to view the reconstructed image. For this reason, display chips have been built with the size of 50 \( \times \) 50 mm\(^2\) and pixel size of 1 \( \mu m^2 \) for EH imaging, and 11k resolution with near 11 \( \times \) 11 \( \mu m^2 \) pixel size for LF imaging.

These developments will fulfill two essential 3-D display requirements derived from the natural viewing condition of a scene/object in a surrounding environment: 1) displaying an equally demagnified image of a scene/object to the size of the active surface of the display panel in all three dimensions, and 2) providing a continuous parallax in all directions. The first requirement indicates that there should be no other differences between the displayed image and the real object/scene, except the size, and relaxed restrictions such as viewing angle, position, distance, or image space where the perceived image can be located. These are the essential components for creating an immersive atmosphere with 3-D displays. The second requirement indicates that the perceived image should have a spatial image nature so that viewers do not suffer from ACC. This is an essential requirement to interact with a 3-D image. Furthermore, the disparity between multiview images in the image set should also be very small to provide continuous parallax. For this reason, multiview imaging can be obtained with a plenoptic camera or an aperture-sharing camera.

LF and EH displays have the most potential of meeting these requirements; however, they require advances in optical components such as viewing zone forming optics (VZFO) and display panels. For light field displays, the resolving power of the VZFO will be the bottleneck to realization. Each elemental lens in the VZFO should resolve all pixels and subpixels in the pixel cell/elemental image under the lens. If the lens cannot resolve each pixel or subpixel, images will be lost, reducing the total number of resolved images. If the width of a viewing region for each image is assumed as 1.5 mm at a viewing position to satisfy the supermultiview condition, which is the main condition of being a light field display, the required pixel size will be 5 \( \mu m \) for the viewing position’s distance from the VZFO, which is 300\( \times \) the elemental lens’s focal length. To resolve all different view images loaded on the display panel, the elemental lens can resolve at least 5 \( \mu m \) size, which corresponds to the focused beam size by the 8-element compound objective lens used in high-end mobile phones. In comparison, a typical microlens or lenticular array used as the VZFO in current contact-type 3-D displays is only a single lens and, therefore, may not be able to resolve this size.

The natural viewing condition is realized by the supermultiview condition in the LF that requires the pupils of the viewer’s eyes to receive at least two images simultaneously without any overlap between them. By doing so, it has been observed that the DOF can be extended more than that for a stereo image. For example, when a viewer is watching a stereo image, the focusable depth range where he/she can accommodate and converge his/her eye to the image can be extended to \( \pm 0.3D \) without ACC. The D in the range represents the diopter value obtained from \( 1/d \), where \( d \) is the viewing distance in meters of the viewer from the screen/panel. The \( \pm 0.3D \) indicates that when the viewing distance is 750 mm (1/0.75 = 1.33D), the focusable depth range extends from 1.03D to 1.63D. These diopter values correspond to a distance range of 613 mm to 971 mm, meaning that viewers can accommodate and converge their eyes to the image up to 137 mm in front of and 221 mm behind the panel or screen. This DOF value represents a characteristic value of human eyes. But when the number of simultaneously projected images to each eye increases by 2, 3, 4 and more, the DOF increases further with the increasing image numbers.

In this special section, recent advances in 3-D imaging technologies regarding light field and holographic displays are presented by many known researchers in the field. Many address the major challenges in multiview 3-D displays outlined in this introduction and expand on the solution approaches aimed at providing the quality of 3-D displays necessary to significantly increase the market demand.
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