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Abstract. To approach wide-field optical properties quantification in real heterogeneous biological tissue, we
developed a Dual-Step setup that couples a punctual diffuse reflectance spectroscopy (DRS) technique with
multispectral imaging (MSI). The setup achieves wide-field optical properties assessment through an initial esti-
mation of scattering with DRS, which is used to estimate absorption with MSI. The absolute quantification of
optical properties is based on the ACA-Pro algorithm that has been adapted both for DRS and for MSI.
This paper validates the Dual-Step system not only on homogeneous Intralipid phantoms but also on a hetero-
geneous gelatine phantom with different scattering and absorbing properties. © 2018 Society of Photo-Optical
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1 Introduction

Spectral Imaging technology has arisen in the biomedical field
as a powerful analytical tool because of its capability in provid-
ing spectral information in a large field of view (FOV), which
considerably improves the accuracy and speed of clinical diag-
nosis. It combines imaging and spectroscopy to obtain simulta-
neous two-dimensional (2-D) spatial and spectral information
that are saved in the so-called “three-dimensional (3-D) data
cube.” An interesting review' details the existing spectral imag-
ing techniques with their advantages and limitations.

The spectral imaging approach addresses two main clinical
requirements: the consideration of a wide spatial FOV, which
optimally reduces the measurement time of the entire region
of interest, and a noncontact setup modality that allows no-
touch and sterile measurements of sensitive samples, such as
injured tissue.

Yet, the quantification of optical properties to achieve opti-
mal accuracy of diagnosis remains the main challenge to be
solved. Indeed, the use of nonpunctual illumination leads to
a mixed effect of absorption and scattering properties that cannot
be separated from the detected diffuse reflectance. For a given
reflectance value, several optical properties couples can explain
the measurement. Thus, no quantification of scattering and
absorption is possible. Different strategies have been used in
the literature to analyze these detected multispectral reflectance
data.

A first approach consists of working on raw data directly.
This is the case of narrow band imaging, which is a form of
multispectral imaging (MSI), first described as an “electronic
chromoendoscopy” technique.> Even though this technique
improves visual perception of pathological tissue with respect
to white-light endoscopy, it achieves no quantification of optical
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properties. The accuracy of the diagnosis is, therefore, subjec-
tive as it mainly depends on the user’s experience.

Remarkable work has been carried out in the development of
a snapshot spectral imager that is able to acquire fast images
of reflectance and autofluorescence, appropriate for clinical
analysis of the oral cavity.> The technique works between
471 and 667 nm and covers a 3- to 5-cm?* FOV. The results
obtained are limited to spectral intensity ratios and fluorescence
spectra that are not corrected from absorption distortions. In
other words, the lack of absolute quantification of optical prop-
erties limits the accuracy of the diagnosis.

A second approach supposes one of the optical properties
(mainly the scattering coefficient) with some a priori knowl-
edge, to access the second one (i.e., absorption coefficient).
As a consequence of making suppositions on scattering, only
relative differences of absorption between different media can
be derived. This is the case of various studies*” that suppose
a unique a priori homogeneous scattering property to obtain rel-
ative absorption wide field maps. A similar procedure for
absorption difference quantification has been proposed® through
the supposition of tissue water content and scattering-dependent
variables that define a scattering model. However, these tech-
niques are limited by the accuracy of the scattering model
and to homogeneous samples. As soon as some scattering
heterogeneities exist, absorption estimation error undoubtedly
increases. Moreover, the structural information difference,
given by these scattering heterogeneities carrying valuable diag-
nosis information, is overlooked.

A new approach of wide-field quantification, established in
the spatial frequency domain and designated as spatial fre-
quency domain imaging (SFDI), has been developed.” The
Fourier transform of the diffusion model'® is used to derive
an expression of diffuse reflectance in terms of illumination
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spatial frequency.’ This model is compared with the measure-
ments of diffuse reflectance resulting from different illumination
spatial frequencies to allow the discrimination and wide-
field quantification of both optical properties. Hence, maps of
physiological properties in turbid media can be obtained.”!
The advantages of this technique are many: quantitative scatter-
ing and absorption coefficients, inspection of a large FOV, and
fast measurement and treatment, facilitating its use under clini-
cal conditions. Therefore, SFDI can be considered as a reference
technique of wide field quantification. The spatial resolution of
optical properties estimated with SFDI has been analyzed using
phantoms with different sizes of surface inclusions.'? It was
shown that the quantification of optical properties depends on
the inclusion size. Inclusions had to present a scattering contrast
of at least 28 % to achieve a resolution of 1.25 mm. Likewise, the
absorption contrast had to be of at least 29% to detect inclusions
of 5-mm size. This gives an idea of the spatial resolution of
SFDI quantification, limited by the mixed effect of neighboring
pixels on the detected diffuse reflectance. For the last years, the
technique has also been investigated toward a depth resolution
of quantified optical properties.'*!* Even if the technique seems
very promising, absolute quantitative and spatially resolved
optical properties estimation is not optimal.

A fourth approach to achieve a wide field quantitative map
consists of scanning, across the entire region, quantitative
punctual spectroscopy measurements. Indeed, contrary to spec-
tral imaging techniques, the diffuse reflectance spectroscopy
(DRS) technique is capable of quantifying optical properties
but is limited to a small FOV due to its punctual measurement
modality. DRS quantification is based on the spatial confine-
ment of punctual illumination and diffuse reflectance detection,
which allows the estimation of the optical path length. Hence,
the optical properties can be separated and quantified.”® To
obtain spatially quantified 2-D maps several Whiskbroom spec-
tral imaging setups have been developed for in vivo imaging,
with a compromise between spatial resolution and acquisition
time.'%!” The Whiskbroom techniques spatially scan punctual
illumination all throughout the sample. For each point, the dif-
fuse reflectance is measured through concentric fibers placed at
a single distance from the source. This is equivalent to a scan-
ning DRS technique. However, to obtain a smooth “3-D data”
cube, this modality requires complex control of the spatial scan
and a considerable amount of time, which is impractical for
clinical application. The acquisition time challenge has been
addressed with the development of a multiplexing optical
fiber-based tool under contact modality for ex vivo samples.'®
This technique corresponds to a parallel Whiskbroom DRS
scan that achieves optical properties quantification maps in
a single acquisition, largely reducing acquisition time.
However, the system is affected by contact modality limitations
such as pressure-dependent coupling.

The accurate quantification of both optical properties on an
image obtained with wide field MSI of a heterogeneous medium
(such as tissue), therefore, remains a scientific challenge to
improve the accuracy of clinical diagnosis. To address this
issue, we propose an alternative method, namely the Dual-Step
technique, which combines the quantification capacity of DRS
with the spatial wide FOV offered by MSI. On the one hand, we
promote the use of a Non-Contact DRS instrumental setup to
perform quantitative and noncontact measurements convenient
for clinical application. On the other hand, we use the MSI tech-
nique to allow fast wide field measurements.
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Similar instrumental combinations have been developed for
endoscopy offering wide field imaging and punctual Diffuse,
Raman, and fluorescence spectroscopies, to improve the sensi-
tivity and specificity of cancer diagnosis.'** The punctual DRS
measurement is used to measure spectral reflectance differences
of individual sites in the imaged FOV; however, no optical prop-
erty quantification maps are considered.

The principle of the Dual-Step technique that we propose
goes a stage further with the wide-field MSI absorption quanti-
fication. The latter is based on estimations of common scattering
properties with punctual DRS measurements on specific zones
of the imaged sample. These DRS estimated scattering coeffi-
cients are used to quantify absorption over the whole image.
Contrary to the techniques that suppose a single modeled scat-
tering coefficient and hinder the absolute quantification of the
absorption coefficient,*” our system intends to quantitatively
estimate both absolute optical properties over a wide FOV.
To do so, we have developed the exhaustive adaptive calibration
algorithm (ACA)-Pro that has been adapted both for punctual
DRS measurements®' and to wide field MSI images.

We describe the instrumental Dual-Step setup in Sec. 2, out-
line the quantitative ACA-Pro approach for MSI in Sec. 3, and
show the results that validate the technique in Sec. 4. Finally, we
discuss the results and conclude with the potential of the Dual-
Step approach in Sec. 5.

2 Measurement Set-Up and Data
Preprocessing

As a proof of concept, we implemented the Dual-Step approach
as the sequential acquisition of Non-Contact DRS and MSI mea-
surements on the same sample via a translation table (see Fig. 1).
The Non-Contact DRS is detailed in Sec. 2.1. The spatial
resolution of the DRS probe, given by the concentric fibers
placed at several distances from the source, allows the estima-
tion of scattering and absorption separately. For the proposed
Dual-Step technique, we focus on the scattering coefficient
DRS estimation only, which is then used by the MSI system,
described in Sec. 2.2, to obtain a 2-D absorption map.

2.1 Non-Contact Diffuse Reflectance Spectroscopy

The Non-Contact DRS system that we use is detailed in a
previous study?! and its design preserves the same geometrical
dimensions of the initial Contact DRS system described.
Measurements performed with both systems inspect the same
sample volume to allow their direct comparison: Contact
DRS is considered as the reference measurement system to val-
idate our Non-Contact DRS results.

The illumination is provided by a Tungsten Halogen (T-H)
Lamp HL2000 Ocean Optics and the detection is ensured by
a QE65000 Ocean Optics spectrophotometer, cooled to —15°C
to reduce dark noise. The spectral working range of the entire
instrument lies between 470 and 880 nm. The probe features
a central illumination fiber (@ = 500 ym) and six detection
rings [each composed of seven concentric fibers (@ = 100 um)]
at six different distances, ranging from 300 to 2488 ym (center
to center). The seven fibers of each detection ring are clustered
in a specific bundle referred to as F6 to F1, with F6 and F1 meas-
uring the closest and furthest ring to the source, respectively. F7
is a specific fiber that enables a direct measurement of the illu-
mination spectrum. A step-wise measurement of each F; signal
by the spectrometer provides the diffuse reflectance at all
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Fig. 1 Scheme and picture of the Dual-Step technique instrument.

source-detector distances individually and sequentially. The
noncontact modality of the measurement is ensured by placing
an achromatic doublet pair between the probe and the sample as
shown in Fig. 1(a) (right). The specific treatment of these Non-
Contact DRS measurements has been precisely described*! and
will not be detailed here.

2.2 Multispectral Imaging

The MSI instrumental setup is shown in Fig. 1(a) (left). The sys-
tem makes use of a 12-bit monochrome VGA PixelFly CCD
detector, matrix of 640 X 480 pixels with a pixel size of
9.9 ym, which allows good spatial resolution. A Xenoplan
2.0/28 objective lens ensures a FOV of 67 x 50 mm? (corre-
sponding to a magnification G = 0.095) at the focal plane,
where the sample is placed. The lamp is a KL2500 LCD
Schott source set for a broad spectral distribution (3000 K of
temperature). The system sequentially acquires data with a lim-
ited number of spectral bands leading to a good tradeoff between
spectral sampling and acquisition time. Namely, the source is
coupled with a filter wheel that defines four specific illumination
wavelengths: 500, 550, 600, and 700 nm having a 10-nm
FWHM. The illumination of the sample is achieved through
the use of a six-LED illumination ring that is inclined to
avoid specular reflection of imaged flat samples.

The multispectral images, noted S, are preprocessed accord-
ing to a background (S ;) subtraction and corrections of inte-
gration time () and flat field (FF). The flat-field image (Sp,) is
acquired with a Spectralon® standard SR99%. Background
Sofiset and signal S images are acquired with the same integration
time . The preprocessed or corrected image is referred to as S,
and calculated according to

— Sﬂat B Soffset
maX(Sﬂat - Soffset)
S, = S - Soffset
FF - ¢

D

Depending on the required signal-to-noise ratio, spatial res-
olution, and calculation time, the S, image is averaged on neigh-
boring pixels according to Eq. (2), with T, = T, = 1 leading to
the primary image spatial resolution
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Finally, the resulting averaged image S, is normalized by an
indirect measurement of the illumination intensity, namely the
intensity of a fixed plastic corner in the FOV (see Fig. 1, left).
This is done to correct the fluctuations of the illumination inten-
sity from one measurement to another and thereby ensure
repeatability and accuracy of the quantification analysis. The
resulting normalized image is noted as Sy.

2.3 Phantom set and Dual-Step Acquisition
Protocol

2.3.1 Phantom set

The data used in this study are acquired on phantoms made
of deionized water, different concentrations of black ink
(Rotring) to mimic absorption, and different concentrations
(%) of a fat emulsion Intralipid® (IL) 200 mg to mimic Mie
scattering.”> Ten reference phantoms having two different
reference p] scattering properties (IL,o; = 1%, IL,s = 1.5%)
and five different reference y, absorption properties
(Marer = 0.44,1.15,3.12,6.61,11.45 cm™' at 550 nm), are

considered in this study.

2.3.2 Acquisition Protocol

The Dual-Step technique performs a sequential measurement
acquisition with Non-Contact DRS and MSI, coupled via
a translation stage [see Fig. 1(b)], of the sample placed at the
common focal plane. The whole system is isolated inside
a black-cardboard structure and reflecting components are
covered with a black cloth to ensure no uncontrolled reflections.
Thus, DRS and MSI data are acquired under the same ambient
darkness conditions as the ones used to measure FF, inherent
parasite reflections, and offset signals used in the preprocessing
of each modality of the Dual-Step system.

3 Quantification Processing

The Dual-Step technique relies on the estimation of the scatter-
ing coefficient ] with Non-Contact DRS measurements, used
to further estimate the absorption coefficient p, with MSI
measurements.
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3.1 Scattering Coefficient Estimation by Non-
Contact Diffuse Reflectance Spectroscopy

Both absorption and scattering coefficients estimation through
Non-Contact DRS are performed according to a Monte Carlo
(MC) look-up table (LUT)-based approach and the adaptive cal-
ibration algorithm ACA-Pro, detailed in a previous study.’!

18 » 1.2 mm
“\»
Ry
16 ]
~ 3
T 14 T{x
§ | \T E,.=41%
~=t 12} i . I
L 1“"7&,
10t \I':¥ x I
- i*
500 600 700 800 900
nm

Fig. 2 Estimated averaged ;7; (blue line) using a fixed focused refer-
ence phantom (black dotted line) and measurements at object plane
range of 1.2 mm. The average u/ error, Er = 4.1%, considers the
entire working spectrum.

In this work, we define the depth of field (DOF) as the focus
range achieving an acceptable spatial resolution that allows
accurate estimation of optical properties with Non-Contact
DRS. As the scattering property is estimated with the closest
fibers to the source, its estimation is more sensitive to the
focus range than that of the absorption property, estimated
with further fibers.>' Therefore, the Non-Contact DRS scattering
estimation error is used to determine the DOF of the Dual-Step
system. This is done according to the average error calculated
between the reference y; (i, ;) of a phantom fixed at the focal

plane; and u; estimations (,uif) of the same phantom placed at
different object planes. R

An acceptable error of 4.1% on . is achieved for a DOF of
1.2 mm, as shown in Fig. 2.

However, this DOF (1.2 mm) leads to an error on absorption
estimation of about 27%, which is unusable in the real context of
biological samples. Thus, the Dual-Step technique uses Non-
Contact DRS to estimate only the scattering coefficient,

noted p;. All the results in this work are obtained with a scatter-

ing coefficient /;:’ estimated by Non-Contact DRS.

3.2 Absorption Coefficient Estimation by
Multispectral Imaging

As explained in the introduction, MSI cannot quantify both
absolute optical properties. However, quantification of one opti-
cal property is possible if the other is known. Consequently, the

Ha rﬂ/'(/1 ) —
Reference phantom Unknown sample
e \L
“‘.‘_ll’l'(}‘) Y
| Measurement |

Sref \L

[ Signal Treatment ]

l Signal Treatment J

L SN, ref

falo )

LUT
—> RYY

CF Sn

[cavraion |
LUT

RCI-‘

" R LUT

| Minimization |

!

A (au)

x{;/. o o ) . 4
S~ e S ~ _1
://> ‘\ fato )

\4

MS! {i;

DRS |1,

Fig. 3 Flowchart describing the absorption quantification method of MSI. On the bottom left, R-UT proper
of MSI computed with the diffusion model [Eq. (3)]. A preliminary calibration step (in blue) corrects the
treated measure Sy, (in pink) from the instrumental response. The comparison of the calibrated signal
(Rcr,) to the entire LUT (RVT) via a minimization procedure (in black) leads to the identification of the
possible optical properties couples u$-u, (red line in bottom right plot). With the given u/ previously esti-
mated with DRS, estimation of absorption i is possible with MSI (green arrow).
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Dual-Step technique uses the scattering y; estimations of Non-
Contact DRS to allow absorption estimation with MSI. For the
latter, we use an LUT specific to MSI, built according to the
diffusion model described in a previous study.'!® This model
has been used for various MSI techniques* including the refer-
ence SFDI.’ The model expresses diffuse reflectance R, origi-
nated from a uniform illumination, as a function of the
wavelength and the albedo a’, which combines both optical
properties u, and u]. We use the equation defined by Cuccia
et al.” under the assumption of a planar illumination

R 3Aa’
(V31 =a) + 1)(/3(1-a") +34)’

where A is the proportionality constant A = ﬁ, Rege 1s
the effective reflection coefficient R g = 0.0636n + 0.668 +
0'—2'—1—%, n is the refractive index equal to 1.33 for water-
based phantoms and equal to 1.37 for tissue samples, and a’
is the reduced albedo a’ = p!/(u)] + ug)-

Figure 3 (bottom left) shows the modeled diffuse reflectance
R™WT in terms of optical properties (u/, u,) saved in an LUT.

The general method for MSI absorption quantification relies
on a calibration process (blue path in Fig. 3) that uses the meas-
urement of a single reference phantom with known optical prop-
erties pt) . c and p, s The measured reflectance signal S, of
a given reference phantom is treated according to Egs. (1)
and (2), respectively. The comparison of Sy s with REYT (mod-
eled reflectance for the same reference phantom) determines
a correction ratio CF. This CF calibrates the treated signal Sy

3)

DOF=1,2mm

of a measured unknown sample (having unknown optical prop-
erties) from the instrumental response. The resulting calibrated
signal Rcg, is compared with the entire RV to identify the pos-
sible couples of u; — p, optical properties of the unknown phan-
tom. These couples correspond to the minimal difference
between Rcp and R™UT (red line of bottom right plot in Fig. 3).
From these possible optical properties p, — u, couples, and for a

given p/, previously estimated with DRS, the absorption coef-
ficient 4, can be determined with MSI (green arrow of Fig. 3).

The improvement in the wide-field absorption estimation
accuracy through the use of Non-Contact DRS estimated u,
compared to theoretically modeled scattering properties,*”’
has been quantified and validated in a previous study.”

3.3 Adaptive Calibration Algorithm Procedure for
Absorption Quantification

The model expressed by Eq. (3) makes the approximation that
scattering properties dominate over absorption properties. One
should keep in mind that this is not always the case for skin,
especially for dark skin phototypes and at 1 < 600 nm due to
the high absorption of melanin and hemoglobin.?*

Randeberg et al.”> approximated the error between the diffu-
sion model and a Monte Carlo simulation for A = 400 to 850 nm
and reduced it through the application of a scaling factor, as
a function of the absorption coefficients, on the diffusion model.

In the first stage of this work, we did not consider the influ-
ence of optical properties on the calibration factor CF and used
a single reference phantom defining a single CF (Sec. 3.2).
However, this CF highly depends on the scattering coefficient

Unknown

|
L, = MSI BASE
-—
: . CF (s refs Ha,ref)
i T
Ref. phantoms I% Snref
/”s,ref = /"s,refl--' /"s,reTN 1 T
Haret = Haref1++ Harein :
I Ha
. -
. 5
| = =
I =108
Haref k I Ha = Hqrefk 3
i
|

k random in [1,V]

phantom
T
Us
|
MslI Sy RWVT |
|
s |
S CF(:U smua) > x — Rer,i |
(interpolation) I
|
Minimization LUT 1
|
|
|
|
|
|
|
' 1
~ Convergence? |
Ha :ua,i |
no ves 1
_________________ S |
\ 4
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Ha

Fig. 4 Flowchart describing the absorption quantification (zz;) method of MSI with the ACA-Pro approach
(in blue), based on the Non-Contact DRS scattering estimation u}.
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(IL ) and the absorption coefficient (y, ) of the reference
phantom (see Fig. 5). Hence, to further improve absorption esti-
mation results we integrate an optical property-dependent correc-
tion through the MSI ACA-Pro approach that makes use of
several reference phantoms with different known reference optical
properties (4 .o¢» Harer)- These reference phantoms are used to
obtain a reference base of various CFs, noted as CF(u; ¢, f4 ref)-

Figure 4 shows the flowchart of the ACA-Pro u, quantifica-
tion process applied to the MSI system in combination with
Non-Contact DRS, according to the Dual-Step technique.
The ACA-Pro algorithm makes use of an optimized number
of reference phantoms having known optical properties (i, ¢,
Harer) that cover the optical range of study. The measured
and treated signals Sy s of these phantoms are compared
with their corresponding modeled diffuse reflectance RLYT
and their ratio is calculated to create the MSI CF reference

base CF (U o Haref)-

The aim of ACA-Pro is to calculate the optimal CF, noted as
CFpi (s ), achieving optimal MSI estimation of absorption
property i,. This process starts with the estimation of u; with
Non-Contact DRS.*!

The DRS /Z’ estimation defines a reduced set (group) of pos-
sible CFs from the entire MSI reference base CF(u,, py ref), i.€.,
u; defines the CF for all the couples u] — p,, or. If ] is included
in the reference base CF(u] ¢, g ref)s 1-€., ,L/l:, = H{ > then the

CF(u;, ta, t) setis directly selected. In practice, this is not pos-
sible due to estimation error of Non-Contact DRS.?' In other
words, even if the theoretical scattering property of the unknown
phantom, ﬂs,,rheo’ is equal to /’lx,,ref’ real Non-Contact DRS mea-

surements of the unknown phantom will estimate p§ # p; ¢ As
#s is not included in the reference base CF(k, ¢, Ha ref), i-€.,
/:5’ # Uy op» the CF(/;;, Haret) set is found through interpolation.

The selected CFs from the CF(;:A;, Haret) set are used to cal-
culate the corresponding MSI absorption estimations g, and
related estimation difference |, — pt, |- ACA-Pro selects
the optimal CF, CF,,(u;,fi,), that estimates optimal i,
noted 4, with minimal difference.

This method supposes an ideal situation in which the theoreti-
cal absorption property of the unknown phantom, noted as y, geo»

is equal to one of the y,, ¢ of the CF(/Z; Haret) S€G 1€ Hy theo =
Harer- This ideal case is used to test the ability of ACA-Pro in esti-

mating 4, corresponding to a given CF and selecting CF,, (;;s/  Hy)
that achieves minimal difference |fi;, — y, ¢| and hence, minimal
estimation error |f, — f, theo| (Sec. 4.1.1). This resulting minimal
estimation error is only due to measurement acquisition noise and
corresponds to the ideal ACA-Pro performance.

In a more realistic context, the unknown phantom does not have
the same absorption properties as any of the reference phantoms in

the CF(/Z’ Haref) Set, i€, fgmeo # Harer- Therefore, ACA-Pro
includes an iterative interpolation method of the CF. Given a single

random CF from the CF(;{A;, Harer) Setestimating an initial j1,, , the
CF is interpolated (within the set) to CF(u;, ji,), estimating ji,, ;.

Hence, the CF(u;, yi, ;1) is iteratively updated according to the
previous estimation 4, until convergence, i.e., fi, ;11 = fa,-
We note the final interpolated CF as CFjppp,, Which corresponds

to CFop (s, f2,) and estimates fi, with minimal estimation error
|fiu — Mameo|- Experimental results are shown in Sec. 4.1.2.

4 Results

The results presented in Sec. 4.1 validate the use of MSI ACA-
Pro for absorption quantification with the Dual-Step technique
on homogeneous phantoms. Section 4.1.1 defines the accuracy
limit of ACA-Pro from the results obtained for the ideal situa-
tion: y1, sheo Of the unknown phantom is equal to one of the y,, e

of the CF(;;;’,/,:a,ref) set, i.e., Hgheo = Harer- S€Ction 4.1.2
presents an example of the general case: y, e, of the unknown

phantom is different from all y1,, ¢ of the CF(uy, pt rer) set, i.c.,
Hatheo F Harer- FOT this general case, the ACA-Pro estimation
follows the flow chart shown in Fig. 4.

The influence of the DOF on the result accuracy is discussed
in Sec. 4.2. In Sec. 4.3, we explain how the method is extended
to heterogeneous phantoms and focus on the Non-Contact DRS
scattering segmentation step preliminary to the wide-field MSI
absorption estimation.

500 nm 550 nm
11 11
4 *—z
P, [T
& 1 © 1
09— & 0 1 0 2 4u ?cm_1)8 10 12
ua,ret {cm™) —r_}—le=1% a, ref
+|Lrel=1'5%
600 nm 700 nm
12
11
1.1
-z Z
S 1 5 R ©
09 0 2 4 6, 8 10 09 0 2 4 1,6 8
/Ja,ret (Cm ) /‘/a. ref (Cm )

Journal of Biomedical Optics

Fig. 5 Ten-reference base CF(u{ ., #arer) @ccording to illumination  built with ten-reference phantoms
having two different scattering properties (IL,ef = 1 % and IL, = 1.5%) and five different absorption
properties p, e = 0.44,1.15,3.12,6.61, and 11.45 cm~" at 550 nm.
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4.1 Validation of ACA-Pro for Absorption
Quantification with the Dual-Step Technique on

Homogeneous Phantoms

A 10-reference base CF (] ¢, 4 rer) is built with measurements
taken on 10 different reference phantoms (described in
Sec. 2.3.1) and four wavelengths 1 (500, 550, 600, and

2=550nm

044 115 312

l'la theo

661
(cm”) of unknown phantoms

700 nm). Figure 5 shows the resulting 10-reference base
CF(ky of» Harer) according to 4 and reference optical properties.
Remark the dependence of CF(p, ¢, g rer) ON fg ref, OFiginating
from the lower accuracy of the diffusion model at high absorp-
tion values. This dependence justifies the use of the p,-based
ACA-Pro calibration strategy.

.

Il CF 1L=1%, 1,=044 cm”!
| [e3 IL=1%, 4,=115 cm’
I CFIL=1%, y,=3.12 e
[CJcFiL=1%, 4,26 61 cm”
[ JcF IL=1%, 4,=1145 em!
[ JeFi=1 5%. 4,=0 44 cm'!
[cF IL=15%, =115 cm’"
I CF 1L=1 5%, p,=3.12 cm”!
I CF 1L=15%, 1,26 61 cmi”!
I CF 1L=15%, 1,=1145 cm!

1145

Fig. 6 Spatially averaged |1, — uaret| difference at 550 nm of unknown phantoms having common
ILineo = 1% and different u,neo (Shown in the x-axis), calibrated with the 10-reference base
CF(p¢ o1 Harer) (With reference optical properties stated in the legend) and the optimal CFop(us, fz)

chosen by MSI ACA-Pro.

500 nm o (cm™1) 550 nm Ho (cm™)
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Fig. 7 Wide-field multispectral 4i,, quantification for an unknown phantom having e, specified by
the central figure and marked by the black arrows on the colorbars. These results are obtained with
Tx=T,=10pixels [see Eq. (2)]. The image size is 33 x 33 pixels corresponding to a FOV of

34.4 x 34.4 mm?,
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4.1.1 Ideal case: choice of CF op,(/:;, iz), for unknown
phantoms included in the CF reference base

In this section, we analyze the MSI u,-based ACA-Pro perfor-
mance in the absorption estimation g, and corresponding estima-
tion error for any given CF. We also aim at defining the minimal
error achievable with ACA-Pro applied to our measurement set-
up. For this, we estimate the absorption of five unknown phan-
toms having theoretical properties equal to those of five reference
phantoms used for the 10-reference base CF(u ..ty rer):
Iieo = 1%, Hameo = 0.44,1.15,3.12,6.61, and 11.45 cm™
at 550 nm. The absorption coefficient of all five measured
unknown phantoms is estimated with the entire 10-reference
base CF(u; ¢, Harer) €., 10 CFs.

Moreover, we look at the influence of ] on the absorption
estimation g, by comparing the results obtained with the
“wrong” CF(p; = i{eri—1.50 # H{heolL=1%>Harer) and “cor-

rect” CF(u; = M sefni—10 = Hy theotL—19%- Haret) Teduced sets.
For each measured unknown phantom, the resulting absorp-

tion difference |, — p,ref| Of ji, estimated with all 10 CFs of

the 10-reference base CF(u, ., ptarer) is shown in Fig. 6 for

550 nm. Notice the expected influence of /,/l:/ on y,: the absorp-
tion difference is higher for the “wrong” CF(u; = u, i1 —1 50 #

My theoIL=195> Hazer) than for the “correct” CF(u; = (o 10, =
M heolle1%» Haret)- The p, ¢ values of the CF also have a coher-
ent effect on the absorption difference: the closer i, of is to
Haeo» the lower the difference is. As expected, the minimal
absorption difference is obtained with the CF corresponding
to the optical properties of the unknown phantom CF(,uAS’ =
K ref =19 = My theoTL=1%> Haxef = Haheo)- ACA-Pro converges
on this CF and defines it as CFopl(,uA;, i) that estimates fi,
with minimal error |, — p, heo| COresponding to measurement
acquisition noise only.

500nm
....................................... &
®
5 10
Na,theo(cm-1]
600nm
o D ® ?
§ sé ....... 8- ................... .........
% Abe S
2 : ®
& gl B TSRS AP
0 5 10
Na.theo(cm-1)

This optimized estimation procedure, i.e., definition of

CFOpt(/;; ,fiy) is performed for each pixel value in the image
to estimate wide field fi,. Figure 7 shows an example of
wide-field i, for the lowest absorbing unknown phantom con-
sidered (4, meo = 0.44 cm™! at 550 nm). Notice that all jz,, pixels
are in accordance with the theoretical value y,, ., and present an
average error of 4% for all considered 4.

Figure 8 shows the minimal spatially averaged u,, errors of ji,,
estimated with CFop[(/:;, 4,) for all unknown phantoms i, geo
and A. Notice that all minimal mean errors are <5.5% (see
600 nm). These results comprehensively validate the wide-
field p, calibration procedure of MSI ACA-Pro for the
range of optical properties considered.

4.1.2 General case: choice of CF op,(,fg, ta), for unknown
phantoms not included in the CF reference base.
Interpolation strategy

We consider a general case to illustrate and analyze the iterative
interpolation strategy of MSI u,-based ACA-Pro that calcu-
lates CFimerp = CFopl(/’ls,’ /’/l;)

In this case, ACA-Pro uses a reduced two-reference base
CF(y ot Harer), built only with two reference phantoms
having IL.=1% and p,.e = 1.15 and 6.61 cm™! at
550 nm. The measured unknown phantom has ILy., = 1%
and i, peo = 3.12 cm~! at 550 nm. We use the real Non-

Contact DRS p/ estimation, ,uAY’ #u) o (refer to Sec. 3.3).
Notice that the p,neo = 3.12 cm™! of the unknown phantom
does not correspond to any of the i, ¢ in the two-reference
base CF(u] ot Haref)s 1-€.5 Hagheo F Hayet-

A first random CF from the CF(,uA; Haref) Set estimates i, o

that defines the next CF, CF(;;S’ Hao), through interpolation of

~

the two-reference base/set. CF(u;u,o) then estimates i, .

550nm
35$ ................. ............
5 3fen L B
[, : :
§25 .................................. Fresecnerenes
R g B SR
0 5 10
ua,theo(cm-1)
700nm
_ B g AAAAAAAAAAAAAAAAAAAAAAAAAA
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Fig. 8 Spatially averaged |i; — ji41neo| €Stimation errors of unknown phantoms having common ILye, =
1% and different u, e, Calibrated with corresponding CFop,:(us, 4iz) for all considered A. The error is
inferior to 5.5% (see 600 nm). The green circle shows the error to be compared with that achieved

with the interpolation strategy (Sec. 4.1.2).
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Fig. 9 Wide-field x, estimation at 550 nm of an unknown phantom having iz e, = 3.12 cm~ calibrated
with the two-reference base CF(ug 1, farer) bUilt with two-reference phantoms only having sz et = 1.15

and 6.61 cm~". (a) /i, estimation with CF corresponding to s, ef = 1.15 cm~'. (b) ji, estimation with CF
corresponding 10 4 et = 6.61 cm=". (c) 4i, estimation with CFinier, = CFop,(yAg,;fa). (d) Mean | — patheo
estimation errors with CFaer = 1.15 cm™!, CFu,er = 6.61 cm™', and |1i; — paheo| for CFinerp. The
results given in this figure are obtained with T, = T, = 10 pixels [see Eq. (2)]. The image size is
33 x 33 pixels corresponding to an FOV of 34.4 x 34.4 mm?.

After various iterations i, ;,; stabilizes and converges to j,_;,

becoming /i, estimated with CFopt(/:ﬁ, fi,) (refer to Fig. 4).
Figure 9 shows the wide-field g, estimations at 550 nm with

the two CFs of the reference base: CFp, o = 1.15 cm~! and

CFu, ¢ = 6.61 cm™!. These 4, estimations are compared with

the /1, estimated with the interpolated CFper, = CFop (/Z’ Hy)-
The average wide-field |g, — p heo| €stimation errors obtained
with all three CFs are shown at the bottom right of Fig. 9.
Remark that CFj, achieves an averaged minimal wide-field
|fla — Haiheo| estimation error of 2.6%, which is comparable

with that obtained with the ideal CF(;Z’ s Haref = Hatheo): ITOI =
1.7% (see Sec. 4.1.1, green circle of Fig. 8 at 550 nm for the
SAME M, meo)- Lhis result validates the iterative interpolation
strategy of y,-based ACA-Pro applied to MSIL.

An optimal choice of the minimal amount of reference phan-
toms used to build the general reference base CF(ﬂs/,ref’ Haref) 1S
necessary to optimally benefit from the interpolation strategy of
ACA-Pro. This choice directly depends on the range of interest
of optical properties.

Contrarily to what is expected, Figs. 7 and 9 show that the
estimated absorption map is not spatially homogeneous for the
measured homogeneous unknown phantoms. This artifact is due
to the fact that, for the given results, a unique CF, computed in
the middle of the image, is used to correct the entire image.
Therefore, a spatially local CF correction will be implemented
in prospective work to correct this drawback.
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4.2 Influence of the Depth of Field on the
Absorption Estimation Accuracy

We mentioned in Sec. 3.1 that an error of 4.1% on ;] estimation
is achieved for a DOF of 1.2 mm with Non-Contact DRS.
Furthermore, we quantified the error on y, (27%) and concluded
that Non-Contact DRS is only quantitative at the focal plane for
both optical parameters (1% error for u! and 2.4% for u,).?
In this work, we quantify the influence of the DOF on the
estimation accuracy by MSI. In this system, the measured reflec-
tance depends linearly on the distance between the sample and
the objective lens. We analyze this effect with a test unknown
phantom having the same optical properties as the single refer-
ence phantom (u, ;r = 0.44 cm™! at 550 nm and IL,; = 1%),

15, 13.8%

10+ ~a

5| ~.

4.1 .
(1]

41
5L

o

% L, Error

-~
“~.
“~.
~._89%

08 . 0wy P T
-3.5mm -05mm Focus +2mm +3.5mm

SR B
/

Fig. 10 /i, — uameo error originated from the reflectance variation at
different planes (+/ — 3.5 mm) at 550 nm.
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by estimating j, according to the procedure described in
Sec. 3.2. The scattering coefficient of the phantom, estimated

MSI error fi, — p4meo, due to the reflectance intensity variation
related to the plane height difference, is shown in Fig. 10. As

expected, the ji, estimation decreases with height, since the
reflectance intensity increases as the sample approaches the
source. Notice that for an error of 4.1%, the DOF is around

by Non-Contact DRS (,uAs’) and the calculated MSI
CFop (;;:’, fi,) are obtained at the focal plane. This CF,y (/Z’ i)

is then used to estimate j, with MSI on the same phantom

. .. -~
placed at +/ — 3.5 mm around the focal plane. The resulting 2.5 mm. Thus, because the DOF is more constraining for u;,

we consider only a DOF of 1.2 mm.

Therefore, the final DOF of the Dual-Step technique is deter-
mined by the most constraining modality, i.e., the Non-Contact
DRS. The defined DOF of 1.2 mm obtains an error inferior to

4.1% for Non-Contact DRS y/ estimation (see Fig. 2). The effect
of the 4.1% Non-Contact DRS g, error on the i, MSI estimation
(5.5% error), has been quantified as a maximum error variation
of +£4.03% (for all studied wavelengths: 500, 550, 600, and
700 nm). Further improvement in the j, MSI estimation will
be achieved in future work by integrating a height-calibration
(based on Fig. 10) after a relief analysis of the sample.

Dark blue
corner

4.3 Optical Properties Quantification Procedure on
Heterogeneous Phantoms

Fig. 11 Homemade gelatine-based heterogeneous phantom com-
posed of different unknown optical properties u, and u.

After validating with homogeneous phantoms, and to approach
clinical measurement of heterogeneous biological samples, we

40
— 35 = = witin: L e -
§ 30
- e
l 25 i S
20 L A_‘\.‘"' —s 0 2 3““{—;- bt
500 550 600 650 700 500 550 600 650 700
nm —— pink background nm

«— light blue corner
—— dark blue corner
—»— blue corners

Fig. 12 Contact DRS estimated (a) . and (b) x, properties of the different zones (background and light
blue or dark blue shapes) on the heterogeneous gelatine-based phantom.

550 nm

600 nm

50 100 150 200 250 300

300

50 100 150 200 250

Fig. 13 Treated images of the heterogeneous phantom under 550 and 600 nm filtered illumination. The
image size is 330 x 330 pixels corresponding to a FOV of 34.4 x 34.4 mm?,
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Fig. 14 Wide-field ,Z; map for 550 and 600 nm. The image size is 330 x 330 pixels corresponding to an
FOV of 34.4 x 34.4 mm?,
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Fig. 15 Wide-field z, at 550 and 600 nm shown with two different scales (left to right) to enhance visu-
alization. The results given in this figure are obtained with T, = T, = 3 pixels [refer to Eq. (2)]. The
image size is 110 x 110 pixels corresponding to an FOV of 34.4 x 34.4 mm?,
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tested our technique with a heterogeneous phantom. For this, we
used a homemade gelatine-based phantom with different optical
properties shown in Fig. 11.

Absorption of each zone depends on the different concentra-
tions of VAHINE red ink or HP-printer blue ink used. Scattering
depends on the amount of scattering milk and edible gelatine
used. Blue shapes (circle and corners) are made of the same
milk-gelatine mixture and two different concentrations of
blue ink defined as “dark™ for the bottom left corner and the
bottom right circle and as “light” for the top right corner (see
Fig. 11). The pink background is made of a different milk-gelat-
ine mixture and of a low concentration of red ink. Note that,
because the blue shapes have been molded before the pink
ones, some overlap of the blue shapes with the pink background
is present at border zones.

The 2-D MSI absorption estimation relies on the preliminary

DRS estimation of local y;. In case of heterogeneous phantoms,
this scattering coefficient has to be measured in each zone of
common scattering properties. Figure 11 shows the different
zones that have been measured (crossed black circles on blue
corners and pink background) with our reference Contact
DRS. Figure 12 shows the Contact DRS p; and yu,, estimations,
specific to the different zones and used as the optimal scattering

estimation /AA; and the theoretical absorption p, 4, (see Fig. 12)
in our MSI ACA-Pro algorithm. Note that the measured blue

corners have the same /;;’, which is lower to that of the pink
background.

(@)

mean pixel

Two filters at 550 and 600 nm were chosen for absorption
quantification with MSI as they highlight a clear difference
between the two chromophores to be analyzed (blue and red
ink, see Fig. 12). Images with these filtered lights are acquired
and treated as explained in Sec. 2.2. Furthermore, the small
specular reflections from the original image are filtered with
an algorithm that accords the minimal value of a mask to
the central pixel. Filtered images are shown in Fig. 13.
Notice the presence of holes (due to air bubbles during the
preparation of the phantoms); they will not be considered
for quantification.

The first step in the quantification of wide-field jz,, with MSI

is to give a DRS p/ estimation value to each pixel of the image.

The ;2 wide-field map is built with an intensity-based segmen-
tation procedure, based on the high contrast of the 600 nm image
and the Otsu method. DRS ] values [Fig. 12(a)] are set for each
segmented homogeneous zone (background and shapes) as
shown in Fig. 14.

This quantitative multispectral y; map together with the 10-
reference base CF(p] ¢, ft,rer) (tefer to Fig. 5) is used to cali-

brate with CFjper, = CFo (;:; i) single pixels of images MSI
ACA-Pro (refer to Sec. 3.3). This results in the optimal wide-
field /i, quantification shown in Fig. 15. Notice that these quan-
titative ji, maps present values that are in accordance with y, g0
estimated with Contact DRS [Fig. 12(b)]. Therefore, these
results ultimately validate the wide-field y, quantification of

Red ink Cred

1

mean pixel
(b) Blue ink
Cblue Cblue
4
20 20 -
3 3 Ll
2 X
f =4
§ 60 S 60
£ = .
80 80
L
100 100 .
20 40 60 8 100

mean pixel
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Fig. 16 Relative concentration of (a) red ink (b) blue ink, shown with two different scales for visual
enhancement. The results are obtained with T, = T, = 3 pixels [see Eq. (2)]. The image size is
110 x 110 pixels corresponding to a FOV of 34.4 x 34.4 mm?.
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unknown heterogeneous samples, based on a priori built u; map
and the MSI ACA-Pro calibration procedure.

The analysis of quantitative y, maps at 550 and 600 nm is
taken a step further with the calculation of blue and red ink con-
centrations. This is based on linear combinations of spectral
unmixing that express the estimated i, at each wavelength
(M550 and p, 600) as a linear combination of the relative extinc-
tion coefficient £; of red and blue inks multiplied by their cor-
responding concentrations Cyq and Cyye [Eq. (4)]. In this
specific case, no theoretical quantification of ¢ is available so
it has been replaced by the reference Contact DRS pu, signatures
of the background and the light blue zones [refer to Fig. 12(b)]

Ha550 = Mared.550 ° Cred 550 T Ha550 * Colue

Ha600 = Hared,600 * Cred,600 T Ha600 * Colues 4)

where C,.q and Cy,, are so calculated for each pixel to build the
concentration maps shown in Fig. 16. Notice the correct distri-
bution of red ink on the pink background mixture and the blue
ink on the shapes. Mixtures of red and blue ink are present at the
border and the surface of shapes, as expected. Areas correspond-
ing to holes are not quantitative because of the uncorrected
shadow effect.

5 Discussion and Conclusion

The Dual-Step imaging technique combines Non-Contact DRS
and MSI to quantify wide-field absolute scattering and absorp-
tion properties through noncontact measurements. The scatter-

ing properties p, are estimated with local Non-Contact DRS
measurements performed on the homogenous zones of interest.

Based on these u, estimations, 2-D absorption maps s, are
obtained with MSI. The Dual-Step technique relies on a
thorough instrumental calibration performed by the developed
ACA-Pro algorithm, which has been extended for wide-field
absorption quantification in this work. This includes the use
of a correction factor CF reference base, CF interpolation,
and an additional factor scaling the illumination intensity fluc-
tuations between images.

The wide-field quantification of the Dual-Step technique is
validated with a range of well-characterized homogeneous

Intralipid phantoms. Using Non-Contact DRS to estimate
with an error inferior to 4.1%, the DOF of the technique lies
within 1.2 mm (see Fig. 2). This leads to a maximum average
i, relative error of 5.5% + 4.03% for the studied range in this
work with the MSI ACA-Pro calibration. Promising results
have been obtained when using the Dual-Step quantitative
approach to estimate optical wide-field optical properties on
different abdominal ex-vivo human skin samples and in-vivo
specific rat models (bicolored and inflammatory zones).?®
Nevertheless, the DOF may be a limitation for biological sam-
ples where the sample curvature is higher than 1.2 mm leading

to less accurate p, and jz, estimation. Prospective work should
focus in controlling the curvature of the sample to improve
quantification accuracy on biological samples.
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