Three-dimensional imaging of biological cells using surface plasmon coupled emission
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Abstract

Significance: Biological cell imaging has become one of the most crucial research interests because of its applications in biomedical and microbiology studies. However, three-dimensional (3D) imaging of biological cells is critically challenging and often involves prohibitively expensive and complex equipment. Therefore, a low-cost imaging technique with a simpler optical arrangement is immensely needed.

Aim: The proposed approach will provide an accurate cell image at a low cost without needing any microscope or extensive processing of the collected data, often used in conventional imaging techniques.

Approach: We propose that patterns of surface plasmon coupled emission (SPCE) features from a fluorescently labeled biological cell can be used to image the cell. An imaging methodology has been developed and theoretically demonstrated to create 3D images of cells from the detected SPCE patterns. The 3D images created from the different SPCE properties at the far-field closely match the actual cell structures.

Results: The developed technique has been applied to different regular and irregular cell shapes. In each case, the calculated root-mean-square error (RMSE) of the created images from the cell structures remains within a few percentages. Our work recreates the base of a circular-shaped cell with an RMSE of $\lesssim 1.4\%$. In addition, the images of irregular-shaped cell bases have an RMSE of $\lesssim 2.8\%$. Finally, we obtained a 3D image with an RMSE of $\lesssim 6.5\%$ for a random cellular structure.

Conclusions: Despite being in its initial stage of development, the proposed technique shows promising results considering its simplicity and the nominal cost it would require.
cells to reach the site of infection. Neutrophils change their shapes to swallow bacteria and viruses. Many other biological functions require the deformation of cells.

Furthermore, different types of cells look different, but cells of the same kind look similar, maintaining a uniform shape. Notably, dead or cancer cells are misshaped, and they appear as a collection of cells that significantly vary in shape and size. Therefore, cell shape and size can be essential parameters for the diagnosis and prognosis of many diseases like cancer. At present, many people around the world are dying because of cancer. It has been identified as the leading cause of death worldwide. Therefore, an inexpensive imaging technique is essential for detecting abnormal cells. Furthermore, cell imaging has become a crying need during the COVID-19 pandemic for its potential application in virology to diagnose the virus and study its impact on human cells.

Currently, several biological cell imaging techniques exist, such as scanning electron microscopy (SEM), Raman spectroscopy, and total internal reflection fluorescence microscopy (TIRFM). Although SEM-based techniques usually provide a much greater resolution than many other imaging techniques, they often destroy live cells because of the high-energy electron beam used.SEM is expensive, requires extensive equipment, and must be housed in an electric, magnetic, and vibrational interference-free area. Special training is necessary to prepare samples for SEM and operate it. In contrast, Raman spectroscopy is a label-free, nondestructive, and noninvasive technique. However, its sensitivity is low, and a weak Raman signal leads to a long acquisition time. In TIRFM, the depth of the optical section is typically \(<100 \text{ nm}\), which is much smaller than the height of most cells. The fluorescence resonance energy transfer (FRET) technique is famous for single-molecule or cell height \((h)\) detection. However, FRET is limited to applications for only \(h \lesssim 10 \text{ nm}\).

Recently, surface plasmon coupled emission (SPCE)-based techniques have been used to detect biological samples and analyze biomolecular interactions. SPCE-based techniques probe the near-field interaction between fluorophores and surface plasmons at the metal surface. In such techniques, a biological sample labeled with fluorophores is placed on a metal film deposited on a glass prism. When the fluorophores are excited, highly directional light is emitted from the sample–metal layer interface. The emission angle \(\theta \) depends on the fluorophore position on the sample and the thickness and refractive index of the sample layer. If the thickness of the sample layer varies, \(\theta\), intensity, and the number of rings \((N_r)\) also change. Additionally, the SPCE far-field patterns change when the fluorophore position varies within the sample. Therefore, the highly directional emission at certain angles and the emission intensity contain essential information about the sample environment and the change of state of the system. Without needing any microscope, a camera can detect the emission cone, and the sample can be determined by observing different emission features. SPCE-based techniques are comparatively inexpensive, light, and have minimal hardware requirements.

This work proposes a technique for creating three-dimensional (3D) images of biological cells by observing different SPCE features from the fluorescently labeled cell samples. This work also demonstrates the application of the proposed technique using a finite-difference time-domain (FDTD) numerical technique for varying shapes and sizes of cells. For 3D imaging, we determine the \((x, y, z)\) coordinates of the fluorophores lying on the cell surface. SPCE initiated by the fluorophores is converted on an image plane using converging lenses. The center of a converged spot on the image plane corresponds to a fluorophore position on the \(xy\) plane. It is found that \(s\)-polarized excitation shows better accuracy than the \(p\)-polarized one. The cell’s height can first be estimated within a range using the information about \(N_r\), \(\theta\), and rings’ relative dominance in the far-field. To further narrow down the estimated \(h\), the full-width at half-maximum (FWHM) of the spots’ electric field intensity distribution is used. The ratio of the FWHM from \(s\)-polarized excitation to that from \(p\)-polarized excitation \((R_c)\) shows an approximately constant behavior for an \(h\) irrespective of the cell shape and size. Therefore, \(h\) and \(z\) coordinates are calculated using the predetermined \(R_c\) variation with \(h\) and \(z\) coordinates.

This work recreates the base of a circular-shaped cell with a root-mean-square error (RMSE) \(<1.4\%\). In addition, the images of irregular-shaped cell bases have an RMSE of \(<2.8\%\) only. The proposed methodology shows a precision comparable to traditional fluorophore locating techniques with significantly less complexity and cost. One such method is 3D fluorophore localization based on gradient fitting, which offers fluorophore localization RMSE of \(<10 \text{ nm}\).
in the lateral directions and <40 nm in the axial direction. In this work, we simulated different cell structures and found RMSE of <20 nm in both lateral directions and the axial direction. Furthermore, traditional fitting algorithms require a complex iterative process and do not consider lateral directions while determining \( h \).\textsuperscript{27,28} However, the proposed method avoids such computational complexity and considers lateral dimensions while detecting \( h \). Additionally, conventional cell microscopy techniques are limited by the numerical aperture (NA) of the microscopes, which is not the case for this work.

2 Proposed Imaging Technique

The proposed imaging technique requires the implementation of the experimental setup given in Fig. 1. First, the cell is labeled by immersing in a solution of fluorophores. The labeled cell is then placed on the SPCE slide. A laser source illuminates the cell from the sample side in the reverse Kretschmann (RK) configuration. The excitation process is similar to that presented in Ref. 29. The laser source’s linearly polarized light becomes circularly or elliptically polarized after passing through a quarter-wave plate. The circularly polarized light passes through a polarization cube (PC1), reflecting the vertical but transmitting the horizontal component. Thus \( p \)-polarized (vertical) and \( s \)-polarized (horizontal) excitation lights are separated to excite the sample one at a time. Two shutters, S1 and S2, control the sequential excitation. Shutter speeds can be controlled using microcontrollers. A second polarization cube (PC2) and mirrors ensure the normal incidence of \( s \)- and \( p \)-polarized light on the cell. Upon sequential \( s \)- and \( p \)-polarized illumination, the emissions from the fluorophores excite surface plasmons in the metal layer, which eventually result in highly directional conical emissions through a hemispherical prism.\textsuperscript{30}

A 50-nm-thick silver layer is used as the plasmon containing metal layer. Silver is chosen as the metal layer for its enhanced capability to support surface plasmons in the visible wavelength region compared to other noble metals.\textsuperscript{31,32} Also the imaginary part of the silver’s dielectric function is the smallest compared to other noble metals that support surface plasmons,\textsuperscript{33} resulting in less dissipation of surface plasmon polariton waves.\textsuperscript{34} Therefore, silver stands out as a suitable metal for SPCE. Here the silver layer has a 50-nm thickness as the coupling of the fluorescence energy into the metal is optimum at this thickness.\textsuperscript{31} A 10-nm glass is used as a spacer between the sample and metal layer to reduce the fluorophores’ nonradiative quenching.\textsuperscript{35} A hemispherical prism ensures normal incidence of the emitted light on the prism-air interface, providing zero deviation of the emitted light. As \( h \) is usually >100 nm, RK configuration is necessary to directly
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\caption{Schematic illustration of the proposed experimental setup.}
\end{figure}
excite the fluorophores on the cell surface by the incident light from the sample side. On the other hand, in Kretschmann–Raether (KR) configuration, fluorophores only within 100 nm from the metal surface are excited.\textsuperscript{26} In addition, the light should be incident at a particular angle from the prism side in the KR configuration, which requires additional control equipment, making it complex to implement.

The divergent emission converges into a circular spot through two convex lenses: \( C_1 \) and \( C_2 \). The converged light pattern is captured using a charge-coupled device camera and processed on a computer. From the circular spots’ positions on the image plane, we can detect fluorophores’ positions on the \( xy \) plane. By observing the far-field pattern, we estimate \( h \). The intensity and width of the circular spots on the image plane are used to precisely determine the fluorophores’ positions in the \( z \) direction.

In practice, the selection of fluorophore labels will be critical. Fluorophores are chemical substances that emit light upon excitation. They are excited at a specific frequency and emit light at a different frequency. Fluorophores’ absorption and emission spectra depend on their concentration and the host medium.\textsuperscript{36} Since an excited fluorophore emits a wavelength much longer than the physical dimension of the emitter itself, it can be mathematically considered equivalent to an electric dipole.\textsuperscript{35} Therefore, in FDTD simulations, we have used an electric dipole source to replicate the excited fluorophore behavior. In recent years, rhodamine B and diI molecules have been frequently used for fluorescence imaging.\textsuperscript{37} Both absorb light at \( \sim 550 \text{ nm} \) and emit at \( \sim 570 \text{ nm} \).\textsuperscript{38,39} Therefore, the laser must emit at \( \sim 550 \text{ nm} \) to excite the fluorophore. The luminescence quantum yield of rhodamine B is \( \sim 0.5 \) to 0.68 in ethanol,\textsuperscript{40} which is higher than other fluorophores in that medium. Ethanol has a refractive index close to that of the cell environment. In addition, rhodamine B is more photostable and pH insensitive.\textsuperscript{41} All these make rhodamine B a better choice as a fluorophore. DiI molecules can also be used as they show similar behavior to rhodamine B.\textsuperscript{39}

### 3 Simulation Setup

The basic setup of the SPCE structure, except for the sample layer, remains the same as the setup in Ref. 30. Rhodamine B fluorophore is modeled as an electric dipole in FDTD simulations. The operating wavelength of the dipole is set to 565 nm, the maximum emission wavelength of the fluorophore rhodamine B.\textsuperscript{42} The refractive index values of all materials used in the sensor are considered at this wavelength. The refractive index data of silver and prism glass at the operating wavelength are taken from Ref. 43. The biological cell is modeled using the approach described in Ref. 37. A hemispherical or ovoid shape of 1 to 2 \( \mu \text{m} \) is used as a cell, surrounded by a membrane of 15 to 20 nm.\textsuperscript{44,45} Therefore, a cell is a three-layer structure, where protoplasm is in the middle with the cell membrane on both sides. When the cell is placed on the spacer, the portion of the cell adjacent to the interface gets flattened. Therefore, it is assumed to be hemispherical. The overall refractive index of the cell is assumed as 1.38.\textsuperscript{46,47} In real life, the intracellular components and the membrane may have a slightly different index. However, as their dimensions are much smaller than the light wavelength, a single index for the cell will not affect the results.\textsuperscript{37} As a single index is considered for the cell structure, the membrane is included within the cell thickness. Besides considering hemisphere shapes for cells, ellipsoidal and irregular shapes have also been considered to determine the effectiveness of the proposed imaging technique.

The setup orientations in the Lumerical FDTD simulation environment are presented in Fig. 2. Material layers of the setup are shown in Fig. 2(c). Figure 2 shows that the emission is in the \( z \) direction. 3D FDTD simulation is significantly time- and memory-consuming. Therefore, symmetric and antisymmetric boundary conditions are applied to minimize the simulation time and memory requirements whenever the structure appears symmetric for the fluorophore orientation. For fluorophores oriented in the \( z \) direction, the electric field is tangent on the \( xz \) and \( yz \) planes, allowing symmetric boundary conditions in the negative \( x \) and negative \( y \) directions. In contrast, for fluorophores oriented in the \( x \) direction, the electric field lies on the \( xz \) plane but is normal to the \( yz \) plane. Therefore, symmetric and antisymmetric boundary conditions are used in the negative \( y \) and negative \( x \) directions, respectively. The perfectly matched layer boundary condition is used in the \( x \), \( y \), and \( z \) directions. Due to the applied boundary conditions, the FDTD simulation region appears semi-infinite in the \( z \) direction and infinite...
in the $x$ and $y$ directions. The near-field profiles are recorded in the prism material on the $xy$ plane at 300 nm from the metal-prism surface. The simulation region is $6 \mu m \times 6 \mu m \times 4 \mu m$. FDTD simulations are continued until the energy within the region decays to $10^{-5}$ of its initial value.

FDTD simulation is a time-intensive numerical technique. Using a larger mesh size reduces computational time, resulting in less accuracy. Conversely, using a smaller mesh provides higher accuracy at the cost of a prolonged simulation time and memory. Here we have used smaller mesh sizes in the region of interest to resolve minor features, whereas larger mesh sizes in other areas. This nonuniform meshing helps us to complete FDTD simulations within a reasonable time without sacrificing the desired accuracy. We used a maximum grid size of 10 nm in the $x$ and $y$ directions and 5 nm in the $z$ direction in a region that encloses the cell and interfaces. The FDTD mesh settings in the regions around interfaces are overridden by closely spaced points to resolve the smallest features. A maximum grid size of 50 nm is used in other parts of the simulation region. The near-field emission profiles for a cell with a width or base diameter ($w$) of 2000 nm in the $x$ and $y$ directions and $h$ of 500 nm are shown in Fig. 3. The results comply with the findings presented in Ref. 37, validating our simulation setup and helping to comprehend the SPCE effectively in different directions.

4 Imaging Methodology

4.1 Determining Fluorophore ($x$, $y$) Coordinates and Recreating the Cell Base

In the proposed experimental setup, two convex lenses are used. The first one collects the highly directional SPCE emission and decomposes it into parallel plane waves. The second lens converges the plane waves onto a circular spot. Numerically, we calculate the near-field data and decompose it into plane waves to simulate the first lens. The plane waves propagate at different angles. Any plane waves with angles outside the lens’s NA are then discarded. We assume $NA = 1$. Then using the inverse chirped $z$-transformation (ICZT), the remaining plane waves are recombined to create an image on an image plane like the second lens. ICZT converts the $k$ space representation to the spatial domain. It is like the inverse discrete Fourier transform (IDFT) but has some advantages over the IDFT. ICZT offers an arbitrarily fine representation of the field.
profile in the space domain, which cannot be obtained using IDFT. ICZT offers an accurate synthetic focusing of the fluorophore fields.

By postprocessing the converged image plane data, the \((x, y)\) coordinates of the circular spot are calculated that indicate a fluorophore’s position on the \(xy\) plane. This process is carried out for both \(s\)- and \(p\)-polarized illuminations. It is found that the \(s\)-polarized excitation produces better accuracy in determining the coordinates.

### 4.1.1 Case study for locating fluorophore position on the \(xy\) plane

The approach described in Sec. 4.1 is applied to a cell with \(w\) of 1400 nm in both the \(x\) and \(y\) directions and a \(h\) of 600 nm in the \(z\) direction. The fluorophore is placed at \((400, 300, -350)\) nm position. The setup is sequentially excited by \(s\)- and \(p\)-polarized light, simulated using horizontal and vertical dipoles, respectively. The obtained near-field and image-plane field profiles are shown in Fig. 4.

![Fig. 4](image-url)

**Fig. 4** Emission intensity \(|E_x|^2 + |E_y|^2 + |E_z|^2\) from a fluorophore located on a cell for (a)–(c) \(p\)-polarized excitation and (d)–(f) \(s\)-polarized excitation. Near-field profiles on the \(xy\) plane for (a) \(p\)-polarized excitation and (d) \(s\)-polarized excitation. (b), (e) Field profiles after convergence of the SPCE emissions. (c), (f) Intensity profiles in the \(x\) direction for different sections of \(y\) on the image plane. In both cases, the \((x, y)\) coordinates of the maximum intensity indicate the dipole position on the \(xy\) plane.
We note that it is challenging to determine the dipole position from the near-field image. However, we obtain an image with a circular or elliptical spot after decomposition and reconstruction. The maximum intensity of the image lies at the dipole position on the $xy$ plane. Therefore, we can find the maximum intensity by numerically processing the image plane data. Thus we can obtain the fluorophore position on the $xy$ plane. The calculated coordinates are (495.4, 372.8) nm and (437.9, 337.8) nm for the $p$- and $s$-polarized excitations, respectively, showing better accuracy for the $s$-polarized excitation.

### 4.1.2 Accuracy in cell base imaging

Practically, the cell will be labeled with numerous fluorophores, and each fluorophore position will indicate a point on the cell surface. Therefore, there will be multiple circular spots on the image plane. From these multiple coordinates, we can recreate the cell base. We simulated hemispherical, ellipsoidal, and irregular cell shapes and recreated the base shape in each case. First, we detected the center fluorophore, i.e., the fluorophore at the top. The variation of the spot width, i.e., the spot diameter ($d$), with the fluorophore position is shown in Fig. 5. We simulated a hemispherical-shaped cell with $w = 2000$ nm and $h = 400$ nm. The simulated ellipsoidal-shaped cell has a base diameter of 1200 nm in the $x$ direction ($w_x$), 1600 nm in the $y$ direction ($w_y$), and $h = 650$ nm. The polar angle around the base is denoted as $\phi$. Figures 5(a) and 5(b) show that the fluorophore at the center has a greater $d$ than that of other fluorophores in both the $x$ and $y$ directions, i.e., at $\phi = 0$ deg and $\phi = 90$ deg, respectively. We also found that the center fluorophore has a greater $d$ than other fluorophores at $\phi = 45$ deg. Therefore, the center fluorophore has the greatest $d$ among the fluorophores, allowing for detecting the center fluorophore.

After detecting the center fluorophore, fluorophore positions at the edges of the cell surface are determined. For this, the numerically determined fluorophores’ coordinates are first sorted and then recorded in a matrix to locate the cell’s base shape from the obtained matrix. The coordinates with the same $y$ but different $x$ values are placed in a row. Similarly, coordinates with the same $x$ but different $y$ values are placed in a column to construct the matrix. Figure 6 shows the workflow in detecting fluorophores. Using the workflow, we can now recreate the portion of the cell’s surface that is in contact with the SPCE structure.

Table 1 shows the cell’s different $(x, y)$ points for $s$- and $p$-polarized illuminations. The recreated base shape is shown in Fig. 7. Only a few points are shown in Table 1. To recreate the complete base, many other fluorophore positions have been detected. For $s$-polarized illumination, we find RMSE < 1.4% and <1.36% for $x$ and $y$ coordinates, respectively. For $p$-polarized excitation, the RMSE is <3.26% and <3.22% for $x$ and $y$ coordinates, respectively.

The $s$-polarized irradiation excites fluorophores oriented horizontal to the plane of the structure, whereas $p$-polarized excitation generates vertical dipole moment of the fluorophores. The $s$-polarized excitation creates both $s$- and $p$-polarized SPCE emissions, whereas $p$-polarized excitation creates only the $p$-polarized SPCE. Better accuracy can be attributed to the horizontal dipole moment excited by $s$-polarized irradiation that satisfies the orthogonal alignment.

![Fig. 5](https://www.spiedigitallibrary.org/journals/Journal-of-Biomedical-Optics) 

Converged intensity spot width, i.e., diameter ($d$), against fluorophore positions in the (a) $x$ direction ($\phi = 0$ deg) and (b) $y$ direction ($\phi = 90$ deg).
condition between the excitation polarization direction and the imaging axis. Figure 8 depicts the fluorophore emission profiles on the $xz$ plane, showing significant radiation along the imaging axis for the horizontal dipole moment. However, there is negligible radiation for the vertical dipole moment in that direction. Fluorophore coordinates are determined from the image plane’s maximum electric field intensity position. At the fluorophore position on the image plane, the electric field intensity is greater for the horizontal dipole moment excited by

### Table 1

Fluorophore positions on the $xy$ plane for the simulated hemispherical cell.

<table>
<thead>
<tr>
<th>Actual $(x, y)$ (nm)</th>
<th>$s$-polarized excitation</th>
<th>$p$-polarized excitation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Detected $(x, y)$ (nm)</td>
<td>Error $(x, y)$ (%)</td>
</tr>
<tr>
<td>$(1000, 0)$</td>
<td>$(983.5, 0)$</td>
<td>$(1.65, 0)$</td>
</tr>
<tr>
<td>$(965.5, 258)$</td>
<td>$(990.95, 260.26)$</td>
<td>$(2.64, 0.88)$</td>
</tr>
<tr>
<td>$(864, 500)$</td>
<td>$(875.83, 503)$</td>
<td>$(1.37, 0.6)$</td>
</tr>
<tr>
<td>$(705, 705)$</td>
<td>$(708, 708)$</td>
<td>$(0.43, 0.43)$</td>
</tr>
<tr>
<td>$(500, 864)$</td>
<td>$(503, 875.83)$</td>
<td>$(0.6, 1.37)$</td>
</tr>
</tbody>
</table>

Fig. 6 Schematic diagram of the cell base imaging process.

Fig. 7 Actual and detected base of a hemispherical cell for (a) $s$-polarized and (b) $p$-polarized excitations.
-polarized illumination than the vertical dipole moment excited by p-polarized illumination, as observed in Figs. 4(c), 4(f), and 8. In addition, the maximum intensity for the vertical dipole moment excited by p-polarized excitation is away from the fluorophore’s position, leading to greater error, evident from the presented data in Table 1. Therefore, the s-polarized irradiation is more suitable for locating fluorophores.

Figure 9(a) shows the base images of an ellipsoid cell shape. The ellipsoid cell has \( w_x = 1200 \text{ nm} \), \( w_y = 1600 \text{ nm} \), and \( h = 650 \text{ nm} \). The RMSE from s-polarized illumination is <2.78\% and <1\% for \( x \) and \( y \) coordinates, respectively. The RMSE from p-polarized illumination is <6.06\% and <6.12\% for \( x \) and \( y \) coordinates, respectively. We have also determined base images for irregular-shaped cells, as shown in Figs. 9(b)–9(d). The maximum RMSE for the recreated irregular cell bases is <2.8\% for both the \( x \) and \( y \) coordinates. The images of irregular-shaped cells show the feasibility of the proposed technique for realistic scenarios, where cells, especially the unhealthy ones, may have irregular shapes and sizes.

### 4.2 Determining Fluorophore’s z-Coordinates

In Sec. 4.1.2, we discussed how to determine the \((x, y)\) coordinates of the center fluorophore, which lies at the top of the cell. As it lies at the top of the cell, we can determine the cell’s height from its \( z \) coordinate. From the far-field SPCE patterns, \( N_r, \theta_r \), and intensity are calculated. As fluorophores with horizontal dipole moment do not couple much energy to SPCE, fluorophores with perpendicular dipole moment are chosen for SPCE feature extraction. Therefore, the p-polarized illumination is used for determining \( h \). The far-field profiles are calculated by projecting the near-field profiles onto a 1-m-radius hemisphere. Using SPCE features in the far-field, we first determine the range within which \( h \) lies. However, as these features are not the same for a fixed \( h \) with different base sizes, they cannot determine \( h \) precisely. Therefore, the relations between features obtained from different polarization configurations are also used to determine the precise \( h \).
The center fluorophore’s intensity distribution on the image plane follows a Gaussian curve in the x and y directions. Therefore, a Gaussian fit to the intensity distribution is determined. Next, FWHM of the Gaussian distribution for the s- and p-polarized illuminations are calculated in the x and y directions. We note that the ratio of the FWHM from s-polarized illumination to that from p-polarized illumination ($R_c$) does not vary much for a particular $h$ irrespective of the base size and shape. Therefore, $h$ can be determined from $R_c$. The z coordinates of the fluorophores, located at arbitrary positions on the cell membrane, are also determined using a similar approach.

### 4.2.1 Determining cell height

Figure 10 shows the far-field SPCE variations against the cell size for a fluorophore at the center of the cell. There is only one distinct far-field ring ($N_r = 1$) when $h = 100 \text{ nm}$. However, when $h$ increases, $N_r$ increases as well. Here the surface plasmon resonances (SPRs) are coupled with the resonances in the cell sample layer, resulting in a Fabry–Pérot interferometer, i.e., two mirrors with a dielectric medium in between. The silver layer acts as one mirror, and the other is created due to internal reflections from the cell membrane–air interface. When the cell is thicker than a critical value, SPCE is dominated by Fabry–Pérot modes, and below that, SPCE is dominated by SPR modes. Therefore, multiple rings occur in the SPCE pattern above a critical thickness. Hence, $N_r$ can determine $h$ within a range. The range of $h$ and corresponding $N_r$ are given in Table 2.

![Fig. 10](image)

**Table 2** Ranges of $h$ and corresponding far-field SPCE features.

<table>
<thead>
<tr>
<th>Range of $h$ (nm)</th>
<th>$N_r$</th>
<th>Dominant ring</th>
<th>Angle of the middle ring</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;200</td>
<td>1</td>
<td>Outer</td>
<td>—</td>
</tr>
<tr>
<td>200 to 250</td>
<td>2</td>
<td>Outer</td>
<td>~38 deg to 40 deg</td>
</tr>
<tr>
<td>250 to 350</td>
<td>3</td>
<td>Middle</td>
<td>~38 deg to 40 deg</td>
</tr>
<tr>
<td>350 to 500</td>
<td>3</td>
<td>Middle</td>
<td>~30 deg to 35 deg</td>
</tr>
<tr>
<td>500 to 750</td>
<td>3</td>
<td>Outer &lt; inner &lt; middle</td>
<td>~30 deg to 35 deg</td>
</tr>
<tr>
<td>750 to 800</td>
<td>3</td>
<td>Outer &lt; inner &lt; middle</td>
<td>~28 deg to 30 deg</td>
</tr>
<tr>
<td>800 to 1000</td>
<td>3</td>
<td>Inner</td>
<td>~28 deg to 30 deg</td>
</tr>
</tbody>
</table>
Figure 10 also shows that the relative strength of rings changes with $h$. Figure 10(f) shows that the outer ring is stronger than the inner one and the innermost ring is almost invisible. In Fig. 10(g), the middle ring becomes dominant, whereas the innermost one is stronger than the outer ones in Fig. 10(h). Table 2 shows how the dominance of rings changes with $h$. Using the relative intensities of rings, we can further narrow down $h$. In Table 2, cells of different sizes are simulated with $h$ up to 1000 nm. The angles of the outermost and the innermost rings are $\sim 52$ deg and $\sim 7$ deg, and they do not vary much with $h$. However, the angle of the middle ring changes with $h$. Using this information, $h$ can be determined more precisely. The relations between features obtained from different polarization configurations can also determine $h$ more precisely. For this purpose, a cell with $w_x = 1700$ nm, $w_y = 1300$ nm, and $h = 500$ nm is simulated. Figure 11 shows results with converged emission.

Figures 11 and 12 show that Gaussian curves fit the intensity distributions well. MATLAB curve fitting tool has been used to find the best fit to the intensity distributions using

$$f(x) = a \exp \left[ -\frac{(x - b)^2}{c^2} \right].$$

Here $a$ is the amplitude of the Gaussian distribution, $b$ is the mean of the distribution, and $c$ is the standard deviation of the Gaussian curve proportional to the FWHM of the intensity distribution. Figure 12 shows that the squared intensity (SI) distribution fits the Gaussian curve better. Therefore, the SI is used to determine the $c$ parameters for the intensity distributions. The $c$ parameters obtained from curve fitting are given in Tables 3 and 4. Here $c_{xs}$ and $c_{xp}$ are the $c$ parameters from the intensity distribution fits in the $x$ direction for s- and p-polarized illuminations, respectively. Furthermore, $c_{ys}$ and $c_{yp}$ are the $c$ parameters in the $y$ direction for

$$I = (|E_x|^2 + |E_y|^2 + |E_z|^2)$$

and

$$SI = (|E_x|^2 + |E_y|^2 + |E_z|^2)^2.$$
- and p-polarized illuminations. FWHMxs and FWHMxp are FWHMs of the intensity distributions in the x direction for s- and p-polarized illuminations. FWHMys and FWHMyp are FWHMs of intensity distributions in the y direction for s- and p-polarized illuminations.

In the previous sections, we showed how to determine the edges of a cell’s base. Therefore, following the steps mentioned in the previous sections, we can determine w in different directions. First, if \( w_x > w_y \), the ratio of \( c_{xs} \) and \( c_{xp} \) is used to determine \( h \), as shown in Table 3. Second, if \( w_x < w_y \), the ratio of \( c_{xs} \) and \( c_{yp} \) is used to determine \( h \), as shown in Table 4. In both cases, the ratio of \( c \) parameters \( (R_c) \) is similar to the ratio of FWHM values. Therefore, \( R_c \) can be interpreted as the ratio of FWHMs of intensity distributions for s- and p-polarized excitations.

We also note that \( R_c \) is almost the same for different cells with the same \( h \). Therefore, \( h \) can be determined from \( R_c \) irrespective of the cell shape and size. In this work, different cell sizes have been considered to calculate \( R_c \) with equal \( h \).

Table 5 shows a few other examples for different \( w_x, w_y, \) and \( h \). We find that \( R_c \) does not vary much if \( h \) remains constant irrespective of the cell size or shape. However, \( R_c \) varies when \( h \) changes. For a particular \( h \), \( R_c \) values have been calculated for different \( w \). Then the average of

<table>
<thead>
<tr>
<th>( w_x, w_y, h ) (nm)</th>
<th>( R_c )</th>
<th>( w_x, w_y, h ) (nm)</th>
<th>( R_c )</th>
<th>( w_x, w_y, h ) (nm)</th>
<th>( R_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1400, 1800, 150)</td>
<td>1.25</td>
<td>(1400, 1800, 200)</td>
<td>1.29</td>
<td>(1400, 1800, 300)</td>
<td>1.45</td>
</tr>
<tr>
<td>(1600, 1800, 150)</td>
<td>1.22</td>
<td>(1800, 1800, 200)</td>
<td>1.20</td>
<td>(2000, 1900, 300)</td>
<td>1.46</td>
</tr>
<tr>
<td>(1400, 1800, 400)</td>
<td>1.50</td>
<td>(1500, 2000, 500)</td>
<td>1.55</td>
<td>(1400, 1800, 600)</td>
<td>1.40</td>
</tr>
<tr>
<td>(2000, 1800, 400)</td>
<td>1.56</td>
<td>(1800, 1800, 500)</td>
<td>1.57</td>
<td>(1600, 1200, 600)</td>
<td>1.42</td>
</tr>
</tbody>
</table>

Table 3 Parameters obtained from s- and p-polarized illumination on a cell with \( w_x = 1700 \) nm, \( w_y = 1300 \) nm, and \( h = 500 \) nm.

<table>
<thead>
<tr>
<th>( c_{xs} ) (nm)</th>
<th>( c_{ys} ) (nm)</th>
<th>FWHMxs (nm)</th>
<th>FWHMys (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_{xp} ) (nm)</td>
<td>( c_{yp} ) (nm)</td>
<td>FWHMxp (nm)</td>
<td>FWHMyp (nm)</td>
</tr>
<tr>
<td>191</td>
<td>139.3</td>
<td>450.4</td>
<td>325.4</td>
</tr>
<tr>
<td>123</td>
<td>150</td>
<td>285.2</td>
<td>350.4</td>
</tr>
<tr>
<td>Ratio: 1.55</td>
<td>Ratio: 1.58</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4 Parameters obtained from s- and p-polarized illumination on a cell with \( w_x = 1500 \) nm, \( w_y = 2000 \) nm, and \( h = 500 \) nm.

<table>
<thead>
<tr>
<th>( c_{xs} ) (nm)</th>
<th>( c_{ys} ) (nm)</th>
<th>FWHMxs (nm)</th>
<th>FWHMys (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_{xp} ) (nm)</td>
<td>( c_{yp} ) (nm)</td>
<td>FWHMxp (nm)</td>
<td>FWHMyp (nm)</td>
</tr>
<tr>
<td>186.8</td>
<td>132</td>
<td>445.4</td>
<td>310.4</td>
</tr>
<tr>
<td>120.4</td>
<td>124</td>
<td>280.2</td>
<td>290.2</td>
</tr>
<tr>
<td>Ratio: 1.55</td>
<td>Ratio: 1.59</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
$R_c$ values have been calculated for a particular $h$. Hence, we get different $R_c$ for different $h$ as shown in Fig. 13(a). From Fig. 13(a), we can determine $h$ from $R_c$. However, there are two possible $h$ for a particular $R_c$: $<450$ and $>450$ nm. For avoiding this ambiguity, the relative dominance of the $c$ parameters with $h$ is considered. Figure 13 shows that $c_{ys} < c_{xp}$ for $h < 400$ nm. However, $c_{ys} = c_{xp}$ for $h ≈ 400$ nm. For $h > 450$ nm, $c_{ys} > c_{xp}$ and $c_{xx} > 182.3$ nm. Therefore, if we get two $h$ for the same ratio value, we check the relation between $c_{ys}$ and $c_{xp}$. If $c_{ys} < c_{xp}$, $h < 400$ nm; if $c_{ys} = c_{xp}$, $h ≈ 400$ nm; if $c_{ys} > c_{xp}$ and $c_{xx} < 182.3$ nm, $400 < h < 450$ nm; and if $c_{ys} > c_{xp}$ and $c_{xx} > 182.3$ nm, $h > 450$ nm.

### 4.2.2 Determining fluorophores at random positions

3D imaging requires determining all three ($x$, $y$, $z$) coordinates of the dipoles located at any position on the cell membrane. We have already discussed about determining ($x$, $y$) coordinates and $h$. Now, finding fluorophores located at arbitrary positions on the cell membrane is similar to determining $h$, except that a fluorophore’s $R_c$ is different from that at the center at the same fluorophore height. Therefore, two different ratio curves are used: one for the fluorophores at the top ($R_c$) and the other for the fluorophores at random positions on the cell surface ($R'_c$).

Table 6 shows $R'_c$ for different cell sizes with fluorophores at arbitrary positions. To determine the $z$ coordinate, $c_{xx}/c_{xp}$ ratio is used as if $w_x > w_y$, but $c_{xx}/c_{yp}$ is used as if $w_x < w_y$.

Table 6 shows $R'_c$ values for a particular $z$ position of fluorophores. $R'_c$ does not vary much with $z$ position irrespective of cell size and fluorophore position on the $xy$ plane. However, the value varies with $z$ positions. Several arbitrary cell samples are simulated with fluorophores at random positions. In each case, $R'_c$ is calculated. Then we took the average of these $R'_c$ values for a particular $z$ coordinate. In this way, we get different values for different $z$ coordinates. Figure 14(a) shows the variation of $R'_c$ with $z$ coordinates of the fluorophores. From this curve, the $z$ coordinates of the fluorophores are determined.

<table>
<thead>
<tr>
<th>($w_x$, $w_y$, $h_z$) (nm)</th>
<th>Fluorophore ($x, y, z$) (nm)</th>
<th>$R'_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1200, 1600, 650)</td>
<td>(460, 0, 400)</td>
<td>1.46</td>
</tr>
<tr>
<td>(1300, 1300, 700)</td>
<td>(350, 350, 400)</td>
<td>1.47</td>
</tr>
<tr>
<td>(1800, 1300, 700)</td>
<td>(420, 350, 400)</td>
<td>1.47</td>
</tr>
<tr>
<td>(1400, 1600, 600)</td>
<td>(400, 200, 500)</td>
<td>1.32</td>
</tr>
<tr>
<td>(1600, 1600, 900)</td>
<td>(500, 300, 500)</td>
<td>1.38</td>
</tr>
<tr>
<td>(1800, 1300, 700)</td>
<td>(420, 350, 500)</td>
<td>1.33</td>
</tr>
</tbody>
</table>
Figure 14(a) shows that there are two possible $z$ values for a particular $R_0^c$. To avoid this drawback, we use the relations between $c$ parameters. Figure 14(b) shows that $c_{ys} < c_{xp}$ for $z < 350$ nm. For $z > 350$ nm, $c_{ys} > c_{xp}$. Therefore, if we get two $z$ coordinates for the same $R_0^c$, the relation between $c_{ys}$ and $c_{xp}$ is used. If $c_{ys} < c_{xp}$, $z < 350$ nm, and if $c_{ys} > c_{xp}$, $z > 350$ nm. For fluorophores with the highest $(x, y)$, which are at the edge of the cell base, $z = 0$.

5 3D Imaging of a Cell Using the Proposed Methodology

Now, we show a complete 3D imaging of a cell with $w_x = w_y = 1000$ nm and $h = 400$ nm. The cell is labeled with fluorophores. Using the methods discussed in Sec. 4.1, we determine the fluorophore positions on the $xy$ plane. The edge coordinates are determined, and the base shape is recreated similar to that shown in Fig. 7. We find three distinct SPCE rings in the far-field, i.e., $N_r = 3$. Therefore, $h > 250$ nm. Also the middle ring in the far-field is the strongest. Therefore, according to Table 2, $250$ nm $\leq h \leq 800$ nm. Furthermore, the middle ring occurs at $\sim 35$ deg. Therefore, $350$ nm $\leq h \leq 700$ nm. The estimated $h$ is narrowed down to $350$ to $700$ nm combining all three possibilities. To determine $h$ more precisely, we follow the procedures discussed in the latter part of Sec. 4.2.1. The $c_{xs}$, $c_{xp}$ parameters obtained from Gaussian fit on the intensity distributions are $181.2$ and $118.2$ nm. Therefore, $R_c = 1.53$. Using the $R_c$ value in Fig. 13, we find $h = 385.2$ nm, with a $3.7\%$ error from the original $h = 400$ nm. Then the $z$ coordinates of other fluorophores are determined using the procedures discussed in Sec. 4.2.2. Table 7 and Fig. 15 present the fluorophore coordinates $(x, y, z)$ and the recreated 3D cell shape. Only a few coordinates are shown in Table 7 as examples. It is noted that the RMSE for $(x, y, z)$ coordinates are $2.32\%$, $3.63\%$, and $6.14\%$, respectively.

<table>
<thead>
<tr>
<th>Actual $(x, y, z)$ (nm)</th>
<th>Calculated $(x, y, z)$ (nm)</th>
<th>Error (%)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$(1000, 0, 0)$</td>
<td>$(983.5, 0, 0)$</td>
<td>1.65</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$(755, 0, 260)$</td>
<td>$(783.2, 0, 280.3)$</td>
<td>3.74</td>
<td>0</td>
<td>7.8</td>
<td></td>
</tr>
<tr>
<td>$(433.65, 0, 360)$</td>
<td>$(445, 0, 353)$</td>
<td>2.62</td>
<td>0</td>
<td>1.94</td>
<td></td>
</tr>
<tr>
<td>$(0, 0, 400)$</td>
<td>$(0, 0, 385.2)$</td>
<td>0</td>
<td>0</td>
<td>3.7</td>
<td></td>
</tr>
<tr>
<td>$(650, 650, 160)$</td>
<td>$(640.6, 680.7, 178)$</td>
<td>1.45</td>
<td>4.72</td>
<td>11.25</td>
<td></td>
</tr>
<tr>
<td>$(300, 300, 360)$</td>
<td>$(315.3, 320, 330)$</td>
<td>5.1</td>
<td>6.67</td>
<td>8.33</td>
<td></td>
</tr>
</tbody>
</table>

Table 7 Comparison of the actual cell coordinates and the recreated coordinates using the proposed methodology. Here only few of the points in the first quadrant are shown as the simulated structure is symmetrical in the $x$ and $y$ directions.
6 Conclusion

This work shows that SPCE features can be recorded and postprocessed to create 3D images of biological cells. Considering the cell’s variable size and shape, the RMSE of the created image remains within a few percentages, which compares well with expensive state-of-the-art techniques. The results are remarkable considering the simplicity of the proposed approach. The images will be enhanced if the fluorophore count increases. An increasing number of fluorophores will enable us to label more points of the cell surface, helping resolve much smaller structural details. The primary motive of our work was to develop a cheap and compact cell imaging technique. Conventional methods for cell imaging are complicated and expensive. This technique, if produced, will be available at a fractional cost in a hand-held device.
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