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First experimental evaluation of a high-resolution
deep silicon photon-counting sensor
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ABSTRACT. Purpose: Current photon-counting computed tomography detectors are limited to a
pixel size of around 0.3 to 0.5 mm due to excessive charge sharing degrading the
dose efficiency and energy resolution as the pixels become smaller. In this work,
we present measurements of a prototype photon-counting detector that leverages
the charge sharing to reach a theoretical sub-pixel resolution in the order of 1 μm.
The goal of the study is to validate our Monte-Carlo simulation using measurements,
enabling further development.

Approach: We measure the channel response at the MAX IV Lab, in the DanMAX
beamline, with a 35 keV photon beam, and compare the measurements with a 2D
Monte Carlo simulation combined with a charge transport model. Only a few chan-
nels on the prototype are connected to keep the number of wire bonds low.

Results: The measurements agree generally well with the simulations with the
beam close to the electrodes but diverge as the beam is moved further away.
The induced charge cloud signals also seem to increase linearly as the beam is
moved away from the electrodes.

Conclusions: The agreement between measurements and simulations indicates
that the Monte-Carlo simulation can accurately model the channel response of the
detector with the photon interactions close to the electrodes, which indicates that the
unconnected electrodes introduce unwanted effects that need to be further explored.
With the same Monte-Carlo simulation previously indicating a resolution of around
1 μm with similar geometry, the results are promising that an ultra-high resolution
detector is not far in the future.
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1 Introduction
Since the first commercial computed tomography scanner was introduced in 1972, many inno-
vations have been made, one of the more recent being the photon-counting detector. A photon-
counting detector uses direct conversion from the photon to the generated electric pulse by
measuring the current induced on the electrodes by the electron-hole pairs created by the
photon interaction. This enables the counting of each photon and labeling the interaction with
its corresponding energy, resulting in higher resolution, mitigation of beam-hardening artefacts,
potentially lowering the dose to the subject, and material basis decomposition with a single X-ray
source.1–11
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An integral part of a clinically viable detector is the spatial resolution, which relies heavily
on the pixel size. In conventional detectors, having a pixel size in the range of 300 to 1000 μm,
charge sharing occurs if the interaction happens at the pixel boundary and results in potential
double counting of the X-rays unless properly handled by anti-coincidence logic. However, the
charge sharing can be leveraged to achieve sub-pixel resolution by estimating the exact inter-
action position of the photon by observing collected charges on adjacent pixels. This technique,
which is similar to the technique used in Anger cameras, has been demonstrated in the MÖNCH
detector to reach a resolution close to the micron level. The MÖNCH detector is a face-on hybrid
detector and is designed for energies E ≲ 20 keV and count rates of around 105 s−1, both too
low for medical diagnostic imaging which falls in the range of 20 to 150 keV and 107 s−1,
respectively.12,13

To reach an adequate dose efficiency for these energies using silicon, an edge-on design is
preferred. In the edge-on orientation, the silicon is oriented such that the plane of the silicon is
parallel to the X-rays, having the electrodes placed in successive rows, with the wafer thickness
giving the resolution in the orthogonal direction.14

We are developing an edge-on, deep-silicon detector, with a pixel size of 14 × 650 μm
(width × height), capable of leveraging the charge sharing to achieve sub-pixel resolution in
the order of 1 μm. The pixel asymmetry stems from the chosen sensor material, silicon, which
needs to be in an edge-on orientation to achieve acceptable dose efficiency. Further, note that the
resolution of 1 μm is only in one dimension. The detector cannot reach the same resolution in the
orthogonal dimension, but simulation results indicate around 80 μm using location estimation
algorithms; see Ref. 15. With no estimation algorithm, the orthogonal resolution is given by the
sensor thickness. In this prototype, each depth segment in Fig. 1(a) is 500 μm, which means that
for the connected pixels the sensitive volume is ideally 14 × 650 × 500 μm3 (width × height ×
depth). The staggered pattern is to fit the connection pad between the pixel strips and the wire
bonds, the electrode strips themselves are parallel to the incoming X-rays with each depth seg-
ment containing 384 adjacent electrodes.15

In this work, we present experimental data of the first prototype of the aforementioned
detector, taken at the DanMAX beamline at the MAX IV Laboratory in Lund, Sweden.
Further, we compare the experimental data with simulated data by combining Monte Carlo
photon simulation with a charge transport model.16

2 Method
We are developing a novel, edge-on, single-sided, segmented silicon strip detector which, from
previous work done by Sundberg et al.,15 has shown a theoretical resolution of around 1 μm
using a similar geometry. An image of the prototype sensor, fabricated by GE HealthCare, from
above and an image of the front are shown in Figs. 1(a) and 1(b), respectively. Since the purpose
of this study is to validate the Monte-Carlo simulation, and thus in extension to evaluate the
viability of this detector, we used an existing ASIC, see the work of Gustavsson et al.17 and
Xu et al.18 While not optimized for the purpose of this study, it offers a chance to obtain early

(b)(a)

Fig. 1 (a) Photograph of the prototype sensor from above, with the 36 bonded channels in
the first depth segment marked, as well as the 54 bonded channels in the 7th depth segment.
(b) Photograph of the sensor front indicating the photon direction.
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data as input to a future ASIC design optimized for the high-resolution sensor. Each ASIC has
160 channels, and 8 thresholds configurable to DAC levels from 0 to 255. The prototype sensor
has 36 wire-bonded channels in the middle of the first depth segment and 54 wire-bonded chan-
nels at the edge of the seventh depth segment, marked in Fig. 1(a), with the channel electrodes set
to 0 Vand the backside to 250 V. The measurements are performed with the 36 bonded channels
in the first depth segment. Before each measurement, the channels are calibrated such that 0 keV
corresponds to DAC-level 20.15,17,18

2.1 Experiment
The experiment is performed in the DanMAX beamline at the MAX IV Laboratory in Lund,
Sweden. The beam is collimated by 2 mm thick tungsten slits configured to a 10 × 10 μm
opening placed in between the vacuum tube and the sensor, with the beam profile measured
by an X-ray beam viewer mounted in the beam path, which is then removed before the mea-
surements. The beam viewer is provided by the DanMAX beamline and is based on a YAG
scintillating screen, with a reversed Navitar 35-mm camera lens and a Basler GigE
acA1300-30gm camera, with an effective pixel size of 2.4 μm.

The testing board with the sensor is mounted on top of a hexapod with a resolution of
�0.5 μm and a repeatability of �0.5 μm. The experimental setup is shown in Fig. 2(a).

To align the sensor with the beam, the sensor is first visually positioned using the X-ray
beam viewer mounted behind the prototype, after which the channel response is observed as
the sensor is scanned across the beam to find the position with the maximum number of counts
in the chosen channel, the beam should then be at the center of the channel in the scanned dimen-
sion. The sensor is aligned in the directions perpendicular to the beam, as well as rotation-wise
around the axes.

The sensor is positioned with the beam in the marked positions (red crosses) in Fig. 2(b), and
a DAC-sweep is performed at each location, with a frame time of 0.5 s per step, the incoming
photons at 35 keV, and a pulse detection time of 120 ns. The energy scale is then calibrated by
observing the DAC-sweep in the positions A1, B1, and C1 for the left, centre, and right channels
respectively, according to

EQ-TARGET;temp:intralink-;e001;117;388

ΔE

ΔDAC

¼ 35 keV

ðN N − 20ÞDAC ; (1)

whereN N is the DAC-level where the number of counts in the DAC-sweep drops below a thresh-
old N where 35 keV is (later) determined to be for the measurements just mentioned.

With the beam so close to the electrodes, it is expected that some interactions will be mainly
detected by the closest electrodes, and we should see the number of counts drop sharply before
flattening out from pile-up, and 35 keV should be at, or close to, the DAC-level just before the
DAC-sweep flattening out.

To ascertain that pile-up would not pose a problem, the beam is positioned in B1 and attenu-
ated using a 75 μm tungsten film. The maximum number of counts above the noise level (around

(a) (b)

Fig. 2 (a) Outline of the experiment setup. (b) Front view of three pixels on the sensor with beam
positions A1 through C3 with the X-rays going into the plane of the figure.
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6 keV), using a frame time of 0.1 s, is ∼6000 cps. Removing the attenuation, we should therefore
see a maximum incoming count rate of around 53,000 cps at 35 keV. This is well below the count
rate capabilities of the used ASICs, thus the pile-up can be neglected at most energies below
35 keV and we should see the effect only closer to 35 keV.17,18

The lost charge cloud signal, ΔS, is then defined as the energy lost to other electrodes as the
beam is moved down in the columns of Fig. 2 and is given according to

EQ-TARGET;temp:intralink-;e002;114;664ΔSðXyÞ ¼
EðX1ÞN − EðXyÞN

EðX1ÞN
; (2)

where EðXyÞN is the energy at which the DAC-sweep counts drop below N as defined in Eq. (1),
and X ¼ A; B; C, and y ¼ 1; 2; 3. For simplicity, N is defined by the energy calibrations in
Eq. (1) and is kept constant for the remaining positions.

2.2 Simulations
We simulate the incoming photons using the code system Penelope, with a monochromatic beam
of 35 keV modeled after the beam profile in Fig. 3, with the output from Penelope then used as
input in a charge transport model. Due to the prototype only having a few connected channels in
the first and seventh depth segments, we use a 2D model in the simulation to observe the channel
response. Note here that the charge sharing between depth segments is assumed to be minimal in
a fully connected sensor compared to the charge sharing between adjacent pixels in width due to
the much larger electrode dimension in depth. Further, the dimension of the electrodes in the
depth direction is of the same order as the pixel size of current PCDs and any charge sharing
between them can be alleviated using already established techniques.15,16,19–21

The simulated beam is shifted in the X-direction in Fig. 2(b) until the ratio of the simulated
counts between the left and right channels at E keV is similar to the measured ratio between the
left and right channels with the beam in column B after energy calibration of the DAC-levels. The
same approach is used for the left and center channels and the right and center channels with the
beam in columns A and C, respectively. This is done at every position to take any positioning and
alignment errors into account. The energy level of E keV is somewhat arbitrarily chosen, though
it needs to be above the noise level and below the sharp drop in counts.

To scale the simulation data to the measurements, the mean-squared error is minimized with
respect to the scaling parameter and is given as

EQ-TARGET;temp:intralink-;e003;114;350MSEðλÞ ¼ 1

N

XN

k¼1

ðλsk −mkÞ2; (3)

where sk, mk, and λ are the simulation data point, the measurement data point, and the scaling
parameter, respectively. The scaling parameter is calculated for each row in column B and is
subsequently used for the corresponding rows in columns A and C.

(a) (b)

Fig. 3 Marginal distribution of the beam profile measured with the beam viewer with fitted profiles
of the simulated beam. (a) σx ¼ 6.06 μm and (b) σy ¼ 4.57 μm.
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3 Results
The measured beam profile is shown in Fig. 3, along with the fitted profile with σx ¼ 6.06 μm
and σy ¼ 4.57 μm used in the simulations.

Table 1 shows the resulting offsets used in the simulations to take positioning uncertainties
into account with the energy E keV chosen by visual inspection of the graphs in Fig. 4 to be
10 keV.

The DAC-level where the number of photon counts drops below N ¼ 500 is chosen as the
reference point for 35 keV in the energy calibration of Eq. (1) and the lost charge cloud signal of
Eq. (2). This point is after a sharp drop in the number of counts, and slightly after the curve starts
to flatten out due to the pile-up, as can be seen in the zoomed-in windows of the first row of
graphs in Fig. 4. The energy calibration then yields 0.825 keV/DAC, 0.814 keV/DAC, and
0.747 keV/DAC for the right, centre, and left channels, respectively.

Figure 4 shows the results from the DAC-sweeps in each marked position of Fig. 2(b)
as well as zoomed-in windows on the calibration point.

The scaling parameter is calculated using the data points between 7 and 30 keV for row 1, 7
and 21 keV for row 2, and 7 and 17 keV for row 3. The decrease of the upper calibration point is
due to charge-sharing effects which move the calibration point down on the energy scale as the
beam moves from row 1 to row 3, as can be seen in Fig. 4.

Table 1 Simulation offsets fitted to match measurements.

(μm) A B C

1 −1.3 −1.20 −0.7

2 −1.6 −1.75 −1.3

3 −1.3 −0.55 −0.4

Fig. 4 Comparison of the channel responses between measurements and simulations. From the
top left in order is each position marked in Fig. 2(b). The channels used are three of the connected
channels in the first depth segment in Fig. 1(a).
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Table 2 shows the number of counts at E ≈ 10 keV for the center channel with the beam in
positions B1, B2, and B3.

Figure 5 shows the resulting ΔS as defined by Eq. (2).

4 Discussion
The offsets in Table 1 are motivated by the uncertainty in the hexapod positioning as well as the
alignment. Any other sources of positioning uncertainties are assumed to be accounted for by
these offsets or otherwise can be neglected.

In Fig. 4, one can note that at energies below E ≈ 6 keV the simulations diverge heavily
from the measurements. This is due to the readout electronics not being optimized for the pixel
size of the sensor, leading to a high noise floor. This divergence is expected as the Monte-Carlo
simulation does not model this noise.

As can be seen in Fig. 4, the channel response with the beam in the first row agrees well
between simulations and measurements, with only a slight underestimation of the low-energy
interactions (before the simulations diverge), and a slight overestimation of the high-energy inter-
actions. However, when the beam is moved away from the electrodes the agreement falters.
It is believed that this stems from the fact that no channels behind the first depth segment are
connected, resulting in the unconnected channels having an induced potential, as well as the
electric field being distorted from the field in a fully connected sensor.

Figure 4 also shows a drop in the number of counts with the beam in the first row compared
to the beam in the second and third rows, with Table 2 showing the number of counts at
E ≈ 10 keV for both measurements and simulations. The measurements show a drop in counts
of approximately 35% going from the second and third row to the first row. A similar effect is
seen in the simulations, and for the corresponding simulated channels, the drop is approximately
10%. The 10% seen in the simulation stems from the charge cloud not spreading out to as
many electrodes when the beam is in row 1. The difference between the measurements and
the simulations is believed to also stem from the distorted field mentioned above and becomes
pronounced as the beam is moved away from the electrodes. The Monte-Carlo simulation is
currently not capable of modeling a partially connected sensor with induced potential on uncon-
nected electrodes.

Observing the zoomed-in windows of the calibration point shows the simulations and mea-
surements agreeing generally well in all positions, albeit slightly less well with increased y depth.
The resulting ΔS, shown in Fig. 5, has a fairly linear trend, indicating that the estimation of the
interaction position will be more accurate if the photon interacts further away, rather than close to
the electrodes. It is important to note that ΔS in Eq. (2) is almost certainly non-zero in positions
A1, B1, and C1, but is zero by definition due to having no other point of reference.

Table 2 Number of counts at E ≈ 10 keV for measurements and
simulations (not scaled) in the centre channel.

B1 B2 B3

Measurements 17,351 26,930 25,869

Simulations 22,855 23,461 25,908

Fig. 5 ΔS: ratio of the lost charge (relative to the positions closest to the electrodes) as a function
of beam position, as defined by Eq. (2).
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Single interaction readouts have not yet been performed with the prototype using synchro-
tron radiation. A prototype, with all unconnected electrodes grounded to provide the field of a
fully connected sensor, is being made and we aim to perform these measurements in the near
future.

As some final remarks, we want to address the field of view and the quantum efficiency.
Though the prototype is small, the sensors would be able to be set up in an array. For example, a
full computed tomography detector would be comprised of a detector array, where the number of
detector modules in the array would be adjusted to cover the required field of view. In the same
way, depending on the use case, several detector modules would be able to be stacked behind
each other to increase the quantum efficiency.

5 Conclusion
We have presented a comparison between simulations and measurements of a prototype deep
silicon detector with a pixel size of 14 × 650 μm. Whilst the simulation differs increasingly from
the measurements as a function of the depth of the beam on the sensor front, the agreement of the
channel response with the beam close to the electrodes provides promise that the Monte Carlo
simulation can be used to simulate the response of the sensor. Further work includes developing
the algorithms for interaction position estimation, and the necessary read-out electronics. Due to
the noise being high in the prototype, capturing the full charge cloud becomes difficult as the tails
become intermingled with the noise, thus a more rigorous energy calibration can be done once
the algorithms and the electronics are in place.

Whilst these measurements in and of themselves do not constitute evidence of a resolution of
1 μm, coupled with the agreement with the simulations, they provide confidence that we are on
the right track.

The potential of a detector with a 1 μm resolution can be used in many applications, such as
in synchrotron research and in medical imaging. An intriguing application is the area of phase-
contrast imaging, where a high-resolution detector could remove the need for an analyser grating,
reducing the complexity of clinical implementation.22–26
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