Prediction of plant growth based on statistical methods and remote sensing data
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Abstract. Based on the data provided from the new satellite constellation, the crop phology can be mapped accurately with a high spatial and temporal resolution. The potential of Sentinel-2 (high spatial and temporal resolution, 10 m and 5 days) is investigated in order to monitor and forecast the crop growth over different olive groves located in Sfax, Tunisia, from the beginning of 2016 to the end of 2020. The normalized difference vegetation index (NDVI) is used as an indicator of vegetation health due to its high correlation with crop growth health and productivity, and it is particularly forecasted to predict the trends. The prediction is done using two different statistical methods, autoregressive (AR) and Markov chain (MC), based on historical data derived from Sentinel-2 data. The prediction is applied for three different areas having various vegetation types and density. Moreover, for an accurate and precise prediction, our study areas are divided into different homogeneous clusters using the well-known Gaussian mixture model. Furthermore, the performances of our approach are assessed by means of the root mean squared error (RMSE) between the predicted results and the actual data. Globally, the obtained results for all the clusters of each area show that the forecast, using both methods, is accurate where the error is less than 5%. Nevertheless, the MC model displays the highest performance where the predicted NDVI curves of the different study areas are the closest to the actual observation. MC (resp. AR) precision is of 97% with RMSE = 0.025 (resp. 95% and RMSE = 0.041) for all the clusters of Jbeniana and Limaya, and 99% with RMSE = 0.0073 (resp. 98% and RMSE = 0.0127) for the four clusters of Chaâl. © The Authors. Published by SPIE under a Creative Commons Attribution 4.0 International License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.JRS.15.042410]
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1 Introduction

The agricultural sector plays an important role in economic development strategy, where it is the pivotal sector to ensure food security. The undeveloped countries are marked by a low profitability of the agricultural sector and an inability to meet the needs of food security. In such situations, sustainable food production is required and can be assured by the development of effective crop management strategies.

Recently, adaptation of precision agriculture (PA) techniques has shown an improvement in profitability and has increased productivity in an effective manner. 1, 2 Specially, the prediction of plant growth is the main challenge for PA, as it leads to better planning of agricultural activities. 3 Contrary to the traditional methods of mapping and vegetation tracking based on in situ monitoring, which are costly and time consuming, satellite remote sensing techniques are automatic.
and powerful tools that provide an accurate information on plant growth with high spatial and temporal resolution. Indeed, the growth and yield of crops are well correlated with the vegetation indices. The latter are indicators determined from a mixture of different spectral bands of remote sensing data, to monitor the vegetation properties for crops management, to detect drought, and to classify the vegetation. Numerous studies have shown particularly that the normalized difference vegetation index (NDVI) is well correlated with crop growth and yield.

It is commonly used in agriculture to show the state of vegetation (healthy or unhealthy) and to monitor crop growth and quality. The combination of NDVI time series observations gives more insight into vegetation monitoring. The NDVI has drawn considerable attention of researchers, and numerous related works have been realized in different aspects. For instance, in Ref. 18, NDVI has been used for land cover classification in China, and in Ref. 19 to identify the crop type and in Ref. 20 to estimate the vegetation seasonal variation.

Recently, several models were developed to predict NDVI time series. This allows us to investigate the state of vegetation cover. For example in Ref. 21, authors developed a vegetation greenness forecast model to predict the NDVI using Advanced Very High Resolution Radiometer data and climate data such as temperature and precipitation. Others used the combination between the cellular automata model’s and the Markov model to predict and simulate NDVI distribution using MODIS data. In addition, used time-delay neural network to predict NDVI for the arid and semi-arid grassland.

The main contribution of our article is to develop a new forecasting technique of NDVI time series based on autoregressive (AR) and Markov chain (MC) models. These models are applied over Sentinel-2 time series in order to take advantage of the high spatial and temporal resolutions.

The remainder of the paper is organized as follows. Section 2 presents the study area and the used dataset. In Sec. 3, the proposed prediction methods as well as the criteria for evaluating the performance are shown. In Sec. 4, we present the experimental results and we compare the performance and quality of the different statistical methods. This paper is closed by a conclusion and some perspectives.

2 Study Area and Remote Sensing Data

2.1 Study Area

Sfax is a city in southern Tunisia, which is located in North Africa. The cultivation of this city is characterized by various types of crops, such as vegetables, cereals, almond trees, and pistachio trees, but the mean part of the agriculture land is dedicated to olive grove. It is the first producer of olive oil in Tunisia where the percentage of production is average 40%.

Sfax is characterized by a semi-arid climate, with a hot and dry summer, and wet and cold winter. Additionally, the average annual temperature is 19°C. It is around 31°C in August and 8°C in December and the average annual rainfall is 212 mm.

Our study areas are “Jebeniana,” “Limaya,” and “Chaâl” located in Sfax (see Fig. 1). They are characterized by various types of vegetation. (A) Jebeniana is an agricultural area of a size 4 × 4 km² centered at 35°2′5.95′′N and 10°54′26.10′′E. It is a mixture of olive field, agriculture field, and grass. (B) Limaya is of a size 2.50 × 1.65 km², located around 35°0′23.95′′N and 10°8′40.19′′E. This area is an olive grove situated around a river and composed of two common variety of olive trees, namely “Arbequina” and “Arbanozona.” They are irrigated olive trees planted in the rows, which are closer within than between them. The spaces are 4 m between two rows and 2 m between two trees. (C) The last area is named Chaâl. Its size is 7.50 × 8.65 km². Its latitude and longitude are around 34°33′33.09′′N and 10°20′11.32′′E, respectively. It is an olive grove dominated by “Chlemleli” variety and characterized by a rain mode. Olive trees are placed 24 m apart.
2.2 NDVI Data

In this paper, NDVI\textsuperscript{24} is among the most used spectral index to monitor the vegetation quality and greenness due to its sensitivity to photosynthetic activity.\textsuperscript{25–27} NDVI is derived in our study from Sentinel-2 images. Sentinel-2 mission is developed by the European Space Agency. It is composed of twin satellites, which have relatively wide field of view well adapted for vegetation cover monitoring. Their product is characterized by a high spatial and temporal resolutions (10 m, average 5 days revisit time).

Sentinel-2 images have 13 spectral bands ranging from visible to mid-infrared wavelengths. The red and near-infrared bands of the electromagnetic spectrum are used to calculate the NDVI values.\textsuperscript{28} Theoretically, NDVI is computed as indicated in the following equation:

\[
NDVI = \frac{\rho_{\text{NIR}} - \rho_{R}}{\rho_{\text{NIR}} + \rho_{R}},
\]

where $\rho_{R}$ and $\rho_{\text{NIR}}$ denote, respectively, the red (665 nm) and the near-infrared (842 nm) spectral reflectance measurements.

From January 2016 to October 2020, 258 Sentinel-2 images were acquired from THEIA.\textsuperscript{29} These data are free downloaded content and ready-to-use. Since the percentage of cloud cover of some data is high, a data pre-selection has been made where the cloudiest data were eliminated based on the mask of cloud provided by THEIA.

After the filtering step for each study area, 251 observations were obtained for Jbeniana, 242 for Limaya, and 246 for Chaâl. Table 1 summarizes the descriptive statistics of NDVI time series of each area.

According to Table 1, NDVI average value corresponding to the Limaya area is the highest. This is due to the high vegetation density since trees are too close in hyper-insensitive olive grove. Moreover, in rainy season, the NDVI value reaches its maximum equal to 0.353, 0.622, and 0.155. Conversely, in dry season, the NDVI values were at their minimum level. The region of Jbeniana, Limaya, and Chaâl have minimum NDVI value of 0.123, 0.218, and 0.102, respectively.

In addition, the skewness and kurtosis values are two indicator values that allow us to determine the shape of the NDVI distribution compared with the normal one. For instance, the NDVI
distribution of Limaya area is unapplied and not asymmetric since the skewness value was different to zero and the kurtosis was less than 3.

The mean NDVI reflectance of the red and infrared bands was determined for each image by averaging the pixel values. The mean reflectance curves of the red (RED) and near-infrared (NIR) bands and the NDVI curves of each region are shown in Fig. 2.

<table>
<thead>
<tr>
<th>Value</th>
<th>Jbeniana</th>
<th>Limaya</th>
<th>Chaâl</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>251</td>
<td>242</td>
<td>246</td>
</tr>
<tr>
<td>Mean</td>
<td>0.1995</td>
<td>0.3535</td>
<td>0.1233</td>
</tr>
<tr>
<td>Q1</td>
<td>0.1563</td>
<td>0.2894</td>
<td>0.1113</td>
</tr>
<tr>
<td>Median</td>
<td>0.1864</td>
<td>0.3506</td>
<td>0.1208</td>
</tr>
<tr>
<td>Q3</td>
<td>0.2441</td>
<td>0.405</td>
<td>0.1341</td>
</tr>
<tr>
<td>Minimum</td>
<td>0.1231</td>
<td>0.2185</td>
<td>0.1026</td>
</tr>
<tr>
<td>Maximum</td>
<td>0.3533</td>
<td>0.6219</td>
<td>0.1555</td>
</tr>
<tr>
<td>Variance</td>
<td>0.0026</td>
<td>0.0059</td>
<td>0.0002</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.600</td>
<td>0.6709</td>
<td>0.5284</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>2.3614</td>
<td>3.6214</td>
<td>2.2058</td>
</tr>
</tbody>
</table>

Fig. 2 Reflectance and NDVI time series from January 2016 to October 2020 of (a) Jbeniana, (b) Limaya, and (c) Chaâl areas.
According to Fig. 2, near-infrared reflectance is higher than the red one since the chlorophyll absorption is located in the red domain. Moreover, the leaf chlorophyll abundance is seasonal. Their highest values are reached during the rainy season (September to March), which is why the mean reflectance of the red curve between September and March is decreased. It is important to notice that the near-infrared reflectance decreases during the same period but the effect is less pronounced. It is explained by the decrease of the earth surface brightness due to the sun low elevation, which increases the shadow area.

Based on Fig. 2, for each region, we notice that the variation of NDVI time series and reflectance curves was in opposition, where over time, NDVI curves are subject to seasonal oscillations. These curves increase between September and March, which corresponds to the growing period, and decreases between April and August, which corresponds to the no-growing and senescence period. This variation is due to the anthropogenic influence and the effect of climate change, such as temperature, precipitation, and humidity.

In addition, the range of NDVI values has varied depending on the type of covered vegetation. For instance, Limaya, as it was an irrigated olive trees field, has the highest NDVI values (NDVI $\in [0.219; 0.622]$). While the NDVI of Chaâl area, which is characterized by a non-irrigated olive trees field ranges from 0.103 to 0.156. Finally, Jbeniana area is a mixture of olive and agriculture field, its NDVI values are between 0.123 and 0.353.

### 3 Methodology

The proposed process adapted to predict the plant growth for different regions of Sfax, Tunisia, is presented in Fig. 3.

Our methodology allows us to predict the NDVI time series from January 2016 to October 2020 for different regions of Sfax, Tunisia, using statistical methods based on satellite data. To do it, the mentioned process in Fig. 3 has been adopted. It takes the Sentinel-2 image time series as input and the predicted NDVI time series as output. This process is composed of four important steps. The first one is the pre-processing. It converts the data generated by Sentinel-2 to the standard monthly NDVI time series. Then, a classification step is executed to split the field into
various clusters for a precise forecasting. This allows us to have a monthly NDVI time series for each cluster. In the third step, the forecasting is applied to the NDVI time series using both techniques AR and MC. The final step consists of evaluating the performance of the predicted measurement.

3.1 Pre-Processing

The dataset is filtered using the mask provided by THEIA in order to eliminate the cloudy data. Since the statistical study of NDVI is skewed due to the presence of extreme outliers, the dataset is collected by month to obtain more smoothed and regular NDVI distribution. To do so, the NDVI dataset is collected by month and averaged. About 52 NDVI values were obtained for each study area. The correlation between NDVI profiles and plant phonology, month by month is so significant that we can understand from it whether the cycles are early or late. Therefore, this new time series will be used in our prediction.

3.2 Classification

As the vegetation development is not the same for all the areas, the distinction between the types of vegetation covers of the same study area can increase the prediction accuracy. Therefore, each area was divided up into four homogeneous region. To do so, the Gaussian mixture model (GMM), which is a clustering algorithm, is adopted. The different clusters of each study areas are identified in Fig. 4.

According to ground truth, in Jbeniana area, C4 and C2 represent vegetable a cereal fields, C3 represents the olive trees, and C1 represents tracks and urban areas. For Limaya area, C4, C3, and C2 correspond to large, medium, and small olive trees, respectively, whereas C1 corresponds to the tracks between fields. For Chaâl area, C2 corresponds to grass and olive trees, C4 and C3 correspond to large and medium no-irrigated olive trees, respectively, and C1 corresponds to the small olive trees.

For the different study areas, the monthly NDVI time series of each clusters were obtained during the study period. The variations of the monthly NDVI time series of each region are presented in Fig. 5.

![image classified of (a) Jbeniana, (b) Chaâl, and (c) Limaya areas.](https://www.spiedigitallibrary.org/journals/Journal-of-Applied-Remote-Sensing)
According to Fig. 5, for each region, NDVI time series of the different clusters have the same fluctuation and follow a similar variation as a function of time. The cycle is clear and stable. In the middle period of September and March, which is a rainy period, the monthly NDVI curves are increasing and it reaches its maximum. From middle of April to August, which is a dry period, the NDVI curves are decreasing and they reach their minimum.

\( C_4 \) of Jbeniana, Limaya, and Chaâl areas have the highest NDVI values, which correspond, according to Fig. 4, to the densest clusters. Likewise, \( C_1 \) of Jbeniana, Limaya, and Chaâl areas, which represent the least dense, have the lowest NDVI values.

### 3.3 Forecasting Step: Prediction Methods

In this step, two different statistical methods, AR and MC, are designed to forecast the monthly NDVI time series based on historical NDVI data. These methods are described in the next subsection.

#### 3.3.1 Autoregressive

This model\(^{31}\) consists of predicting current state based on past observations. This permits to obtain the future value. The prediction value is linked linearly to the past values, which are selected depending on the used \( k \)-order. Let \( k \in \mathbb{N}^* \), a \( k \)-order of autoregressive AR\((k)\) is expressed as follows:

\[
Y_t = p_1 Y_{t-1} + p_2 Y_{t-2} + \ldots + p_k Y_{t-k} + \varepsilon,
\]

where \( p_1, p_2, \ldots, p_k \) represent the parameters of the model, \( Y_t, Y_{t-1}, \ldots, Y_{t-k} \) are the mean of NDVI values of the month \( t, t-1, \ldots, t-k \), and \( \varepsilon \) is a random variable that represents the error.

---
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In our study, the distribution of the NDVI time series shows different fluctuations with extreme values, which could affect the results of the prediction since AR is considered as a linear estimator. The estimation is based on prior measurements for maximum and minimum values, which are either low or high measurements relative to the considered one, leading to either an under or over estimation. To overcome this issue, the distribution is divided up into two separate cycles based on its trend.

The first cycle corresponds to the increase in the NDVI distribution and the second cycle corresponds to its decrease, which correspond to the growing period during September to March and senescence period between March and September, respectively.

For each cycle, the month is predicted using the previous months of the same cycle. Since the increase in $k$-order provides in general more reliable prediction outcomes, for each month, the highest possible order has been chosen. Table 2 shows the $k$-order used for each month of cycle.

### Table 2 The $k$-order of AR corresponds to each month.

<table>
<thead>
<tr>
<th>Order (k)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Months of first cycle</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Months of second cycle</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
</tbody>
</table>

In our case, NDVI interval that is ranged from 0 to 1 is divided into $N$ intervals of width 0.05, where each interval presents the state space $e_{i}\in\{1, \ldots, N\}$, i.e., $E = \{0, 0.05, 0.10, \ldots, 1\}$.

Using the transition matrix, the prediction of the next state is calculated based on the current state. More precisely, if $z^t = (P(y^t = e_i))_{i\in\{1, \ldots, N\}}$ denotes the state vector probability distributions at time $t$, then

$$z^{t+1} = \tilde{\Pi}^{t+1} \times z^t,$$

where

$$\tilde{\Pi}^{t+1} = \begin{bmatrix} \pi_{1,1} & \pi_{1,2} & \cdots & \pi_{1,j} & \cdots & \pi_{1,N-1} & \pi_{1,N} \\ \pi_{2,1} & \pi_{2,2} & \cdots & \pi_{2,j} & \cdots & \pi_{2,N-1} & \pi_{2,N} \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots \\ \pi_{i,1} & \pi_{i,2} & \cdots & \pi_{i,j} & \cdots & \pi_{i,N-1} & \pi_{i,N} \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots \\ \pi_{N-1,1} & \pi_{N-1,2} & \cdots & \pi_{N-1,j} & \cdots & \pi_{N-1,N-1} & \pi_{N-1,N} \\ \pi_{N,1} & \pi_{N,2} & \cdots & \pi_{N,j} & \cdots & \pi_{N,N-1} & \pi_{N,N} \end{bmatrix}.$$
where

\[
\Pi^{t+1} = \frac{1}{N_y} \sum_{i=0}^{N_y} \Pi^{t+12i+1+12i}
\] (6)

is the mean of the previous transition matrix \(\Pi^{t+1}\) of the maximum possible years \(N_y\) for the same couple of months \((t, t+1)\). This transition probability varies depending on the month. Therefore, 12 transition probability matrices were obtained, each corresponding to two consecutive months.

Furthermore, as the dimension of the state vector \(\mathbf{z}^t\) is \(N\), this vector is averaged using the below equation to obtain the NDVI values, \(Y_t\), at time \(t\):

\[
Y_t = \frac{1}{N} \sum_{i=1}^{N} \mathbf{z}^t_i.
\] (7)

### 3.4 Model Performance

For all methods, the root mean squared error (RMSE) is used to measure the quality of the prediction. It represents the square root of the differences between the predicted and the observed values. It is defined as follows:

\[
\text{RMSE} = \sqrt{\frac{1}{N_m} \sum_{i=1}^{N_m} (Y_t - \hat{Y}_t)^2}.
\] (8)

where \(Y_t\) and \(\hat{Y}_t\) denote, respectively, the vectors of observed and predicted NDVI values, and \(N_m\) is the number of months.

### 4 Experiments Results

In this section, for the three selected areas, the prediction of the monthly NDVI is done using the two different forecasting methods described in Sec. 3. For each method, the prediction is carried out with and without classification. Moreover, in order to evaluate the performance and goodness of this prediction methods, the RMSE is computed for each NDVI time series.

#### 4.1 Without Classification

In this subsection, the three regions’ NDVI time series are forecasted using the two prediction methods, which take into account all of the data from the entire region. The observed and forecasted NDVI curves are given for each region during the study period in Fig. 6. The black and red curves represent the forecasted NDVI time series using AR and MC methods, respectively, and the blue curve represents the observed NDVI time series.

According to Fig. 6, the predicted curves have the same form as the original curve and have the same fluctuation. But, using MC method, the predicted NDVI time series are more closer to the actual one than AR model. It is clear that using MC method, the error decreases as a function of the time. This is explained by the increase in database learning.

As explained by Eq. (8), the RMSE is calculated for each of two prediction methods. The obtained numerical results are shown in Table 3.

Using both methods, the obtained errors are less than 3% for Chaâl, 5% for Limaya and Jbeniana. The low error observed in Chaâl is due to the slow variation of the NDVI along the years. Indeed, this area is characterized by the smallest vegetation cover.
In this section, a classification method is adopted to split the area into four homogeneous clusters $C_i$ with $i \in \{1, 2, 3, 4\}$. Each cluster’s prediction is done using two ways based on the training data. First, the learning data are generated taking into account the entire region (full learning), and second, the learning data are built with only the data from the class itself (partial learning).

The NDVI time series of the three regions are predicted using AR and MC models based on full and partial learning. The prediction results of Jbeniana, Limaya, and Chaâl are illustrated in Figs. 7, 8 and 9, respectively.

Table 4 gives the numerical values of the RMSE corresponding to each method and to each learning process.

Table 4 discloses that the two forecasting learnings show accurate prediction. However, the predictions based on the partial learning are more accurate than the prediction based on the full learning. This is due to the separation of different vegetation types that evolve in different ways and must be predicted separately. For that reason, subsequently, we will adopt the partial learning.

---

**Fig. 6** The observed and forecasted NDVI time-series using AR and MC methods for (a) Jbeniana, (b) Limaya, and (c) Chaâl areas.

**Table 3** Performance of the forecasting methods.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Jbeniana</th>
<th>Limaya</th>
<th>Chaâl</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR</td>
<td>0.0303</td>
<td>0.0461</td>
<td>0.0115</td>
</tr>
<tr>
<td>MC</td>
<td>0.0225</td>
<td>0.0274</td>
<td>0.0059</td>
</tr>
</tbody>
</table>

4.2 With Classification

In this section, a classification method is adopted to split the area into four homogeneous clusters $C_i$ with $i \in \{1, 2, 3, 4\}$. Each cluster’s prediction is done using two ways based on the training data. First, the learning data are generated taking into account the entire region (full learning), and second, the learning data are built with only the data from the class itself (partial learning).

The NDVI time series of the three regions are predicted using AR and MC models based on full and partial learning. The prediction results of Jbeniana, Limaya, and Chaâl are illustrated in Figs. 7, 8 and 9, respectively.

Table 4 gives the numerical values of the RMSE corresponding to each method and to each learning process.

Table 4 discloses that the two forecasting learnings show accurate prediction. However, the predictions based on the partial learning are more accurate than the prediction based on the full learning. This is due to the separation of different vegetation types that evolve in different ways and must be predicted separately. For that reason, subsequently, we will adopt the partial learning.
4.2.1 Cluster forecasting

For each cluster of each area, the forecasting is done using the AR and MC models. The obtained results are illustrated in Fig. 10.

The blue curve represents the observed NDVI time series collected by month, and the black and red curves represent the predicted NDVI time series using AR and MC models, respectively.

The distributions of the observed and predicted NDVI time series have the same oscillations over time. In Limaya and Chaâl areas, the predictions have more stable cycle than Jbeniana area. This is due to the change in fundamental culture of Jbeniana area every year, which depends on

![Fig. 7 Comparison of the two approaches for each prediction methods of Jbeniana area.](https://www.spiedigitallibrary.org/journals/Journal-of-Applied-Remote-Sensing/042410-11-Oct-Dec-2021-Vol.15(4)/Downloaded-From:https://www.spiedigitallibrary.org/journals/Journal-of-Applied-Remote-Sensing on 01 Aug 2022 Terms of Use: https://www.spiedigitallibrary.org/terms-of-use)
the season and the farmer's choice of crop. This explains the not perfectly smoothing of the measured and expected curves. Moreover, the cycle of C3 and C4 of Limaya area are clear and stable as they are dense olive trees with well-known periodicity. Therefore, the prediction is good. Specifically, using MC model, the performance is very high where the RMSE result is less than 0.03. In C1 and C2 of Limaya area, the variation from a month to another is low. For this reason, with the AR model, the predicted curves approach the ones using MC.

Fig. 8 Comparison of the two approaches for each prediction methods of Limaya area.
Table 5 gives the numerical values of the RMSE for different statistical methods. Table 5 highlights that the prediction for different prediction methods are lower than 5%. Moreover, for all NDVI time series, the difference in performance between the AR and MC model is clear where the MC outperforms the former as it takes advantage from all the dataset. Moreover, among the three study areas, Chaâl’s RMSE findings, independent of the cluster, have the smallest error compared to the other areas. The RMSE mean that corresponds to this AR model MC model

Fig. 9 Comparison of the two approaches for each prediction methods of Chaâl area.

Table 5 gives the numerical values of the RMSE for different statistical methods. Table 5 highlights that the prediction for different prediction methods are lower than 5%. Moreover, for all NDVI time series, the difference in performance between the AR and MC model is clear where the MC outperforms the former as it takes advantage from all the dataset. Moreover, among the three study areas, Chaâl’s RMSE findings, independent of the cluster, have the smallest error compared to the other areas. The RMSE mean that corresponds to this...
area is of order 0.006. This is due to the minor difference in variation of the distribution from January 2016 to October 2020. Nevertheless, the Jbeniana’s RMSE results have the highest error due to the variation of various vegetation. The mean of RMSE is about 0.025.

5 Discussion

In this paper, we developed two statistical methods, AR and MC, to predict the NDVI time series based on the past NDVI dataset derived from Sentinel-2 observations from January 2016 to October 2020. To check the reliability of our approach and to ensure its success regardless of the vegetation type, it has tried and proven in three different areas characterized by various types of vegetation with different densities. Based on the obtained results, we made the following observation. First, both statistical methods are able to predict the NDVI time series with a high performance (lower RMSE < 0.05). Furthermore, the predicted NDVI time series curves using AR and MC seem to follow the same trend as the actual observation and with an acceptable accuracy (RMSE < 0.05). Nevertheless, the MC model produces a predicted curve closer to the actual one than the AR model, which shows a disturbance at the extreme outlines. In fact, the AR model is not able to detect abrupt changes in the seasonal component of the simulated NDVI time series due to its linearity.

Contrariwise, the MC model is able to detect the seasonal changes (with good precision) as well as any abrupt changes in the NDVI time series. This is confirmed in terms of RMSE, which is around 0.003 and 0.005 for MC and AR models, respectively. Second, whatever the nature of vegetation, the obtained results show that the accuracy, adaptability, and efficiency of MC model in predicting the time series. This allows us to conclude that the MC model gives a precise and accurate predicted NDVI time series.

In comparison to prior studies, for example in Refs. 33 and 34, the authors forecast NDVI using different approaches based on data provided by MODIS sensors, where the obtained

<table>
<thead>
<tr>
<th>Area</th>
<th>Jbeniana</th>
<th>Limaya</th>
<th>Chaâl</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methods</td>
<td>AR</td>
<td>MC</td>
<td>AR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full learning</td>
<td>0.0182</td>
<td>0.0176</td>
<td>0.0354</td>
</tr>
<tr>
<td>Partial learning</td>
<td>0.0176</td>
<td>0.0152</td>
<td>0.0352</td>
</tr>
<tr>
<td>C2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full learning</td>
<td>0.0341</td>
<td>0.0243</td>
<td>0.0511</td>
</tr>
<tr>
<td>Partial learning</td>
<td>0.0332</td>
<td>0.0227</td>
<td>0.0504</td>
</tr>
<tr>
<td>C3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full learning</td>
<td>0.0462</td>
<td>0.0356</td>
<td>0.0584</td>
</tr>
<tr>
<td>Partial learning</td>
<td>0.0451</td>
<td>0.0304</td>
<td>0.0483</td>
</tr>
<tr>
<td>C4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full learning</td>
<td>0.0464</td>
<td>0.0371</td>
<td>0.0572</td>
</tr>
<tr>
<td>Partial learning</td>
<td>0.0462</td>
<td>0.0312</td>
<td>0.0456</td>
</tr>
</tbody>
</table>

Table 4 RMSE of different clusters for each study areas.
RMSE is around 9% and 7%, respectively. Moreover, in Ref. 35, long-term convolutional memory (ConvLSTM), a deep learning architecture based on RNNs, is presented to perform much more comprehensive and detailed NDVI forecasts. The RMSE of the ConvLSTM is 0.08. Even though we use different satellites with different spatial and temporal resolutions, when comparing the state-of-the-art technique to our MC model, we can say that our model with RMSE less than 0.03 is competitive and successful in predicting the NDVI time series.

By adopting the statistical method described in the paper, it is possible to accurately predict vegetation cover, density, and health. Our approach can be used in the future to identify and diagnose diseases at an early stage that helps to take proactive measures to protect and improve the crop yield. Indeed, visualizing the next stage of vegetation helps to indicate the presence of abnormal behavior if a plot differs in a way from what is expected. More precisely, if a plot or a part of it behaves differently compared to the last years or the neighbors, it is likely a sign of a stress.

Fig. 10 The observed and forecasted NDVI curves using AR and MC models of the three regions.
6 Conclusion and Future Work

To improve the productivity and maintain the crop health, it is important to forecast their growth along the year to be assured about its behavior. In this context, this paper presents two statistical methods, AR and MC models, to forecast the plant growth through NDVI values using remote sensing data. The study was conducted for three agriculture areas located in Sfax, Tunisia. They are composed mainly of olive groves with different types and densities in order to assess and ensure that our methodology is profitable and reliable in various cases. We used monthly NDVI time series derived from the red and near-infrared bands of the Sentinel-2 images for the period from January 2016 to October 2020. To ensure the reliability of our prediction approach, it should be applied on homogeneous areas for that we need to distinguish between the different types of vegetation cover as well as between the same vegetation kind but with different growth stages. To do it, a GMM model was applied to decompose each study site into different homogeneous areas. The obtained results show that this classification increases the forecast accuracy. Moreover, the predicted NDVI time series curves of the three study sites revealed that they have the same oscillation trends in time and show two main and stable cycles: A high cycle characterized by the highest NDVI values during the growing season (September to March) and a low cycle characterized by the lowest NDVI values during the dry season (April to August). The performance of the prediction was quantitatively tested using the RMSE between the actual and the predicted NDVI values. Prediction results based on full and partial training (i.e., using respectively the entire study site and the homogeneous areas separately) show high accuracy. Nevertheless, based on the partial training, the predicted curves are closer to the actual one and the obtained error is the smallest for all the cases. This confirms the decomposition into homogeneous areas usefulness. In addition, with the MC model, the predicted NDVI curves of the different study areas are the closest to the real ones where the RMSE is the smallest. This confirms that the prediction using MC outperforms the AR. This is due to the fact that MC takes advantage from all the dataset without any assumption about the temporal variation whereas the AR method assumes a linear relationship.

As a future scope of research, we would like to predict the NDVI time series by making in consideration other explanatory variables, such as temperature, humidity, and precipitation, since these features have an implicit impact on vegetation growth and health. We propose also to enhance our approach to predict the NDVI time series using for instance the multiple linear regression and the hidden MC.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Jbeniana area</th>
<th>Limaya area</th>
<th>Chaâl area</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>AR</td>
<td>0.0176</td>
<td>0.0332</td>
<td>0.0451</td>
</tr>
<tr>
<td>MC</td>
<td>0.0152</td>
<td>0.0227</td>
<td>0.0304</td>
</tr>
<tr>
<td>AR</td>
<td>0.0352</td>
<td>0.0504</td>
<td>0.0483</td>
</tr>
<tr>
<td>MC</td>
<td>0.0206</td>
<td>0.0301</td>
<td>0.0254</td>
</tr>
<tr>
<td>AR</td>
<td>0.0109</td>
<td>0.0086</td>
<td>0.0089</td>
</tr>
<tr>
<td>MC</td>
<td>0.0067</td>
<td>0.0050</td>
<td>0.0069</td>
</tr>
</tbody>
</table>

Table 5 Performance of the different statistics methods.
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