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Abstract. A rigorous methodology for mapping thermal and RGB images on three-dimensional (3-D) models of building façades is presented. The developed method differs from most existing approaches because it relies on the use of thermal images coupled with 3-D models derived from terrestrial laser scanning surveying. The primary issue for an accurate texturing is the coregistration of the geometric model of the façade and the thermal images in the same reference system. This task is done by using a procedure standing out from other approaches adopted in current practice, which are mainly based on the independent registration of each image on the basis of homography or space resection techniques. A rigorous photogrammetric orientation of both thermal and RGB images is computed together in a combined bundle adjustment. This solution allows one to have a better control of the quality of the results, especially to reduce errors and artifacts in areas where more images are mosaicked onto the 3-D model. Several products can be obtained: 3-D triangulated textured models or raster products like orthophotos, having the temperature as radiometric value. The proposed approach is tested on different buildings of Politecnico di Milano University. Applications demonstrated the performance of the procedure and its technical applicability in routine thermal surveys. © The Authors. Published by SPIE under a Creative Commons Attribution 3.0 Unported License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.JRS.7.073503]
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1 Introduction

Infrared thermography (IRT) is a fundamental remote sensing technique in many science and engineering applications, such as monitoring of electrical and mechanical installations under serviceability conditions, solar power plant monitoring, defense and security, medicine, etc.

In the domain of conservation and maintenance of existing buildings, the literature reports several works showing the effective usage of IRT for various tasks such as localization, visualization, and analysis of anomalies. In particular, IRT is a valuable diagnostic tool for predictive maintenance, allowing the identification of thermal bridges, water infiltration, and energy leaking from the building’s envelope. Several studies are trying to define the best conditions for thermal data acquisition depending on several factors: typology of the defects to be detected, façade orientation, solar exposition, humidity, finishing materials, and image acquisition geometry.

A well-known major limitation in IRT surveys is connected to the narrow field-of-view (FoV) of infrared (IR) cameras adopted for close-range applications. The analysis of a single thermographic image can be sufficient for identification of localized phenomena. However, in the case of large constructions or when thermal anomalies are evident only at a larger scale, the analysis of a single image may not be enough. In order to partially overcome this problem, we present a
solution based on the fusion of different thermal images mapped together on a three-dimensional (3-D) model created with terrestrial laser scanning (TLS) technology. The proposed method integrates advanced surveying techniques like photogrammetry and laser scanning to thermal analysis: the geometric content of laser scanning data and the temperature information derived from IRT are combined into a single framework. In particular, the procedure follows a scheme that goes from data acquisition (images and laser scans) up to image orientation, texture mapping, and generation of the final products (Fig. 1). These result in a thermography-textured 3-D digital model of a building. This model can be interactively browsed, opening the way for new possibilities for the investigators. Thermography-textured models can be uploaded in a web browser, as a web-viewable virtual-reality (VRML) file, allowing their on-line exploration. Starting from the textured model, raster products can also be obtained, like thermographic mosaics, orthophotos, and rectified images.

The process aimed at applying a texture to a 3-D model is called texture mapping. This problem is well known when RGB images are employed. Different commercial packages allow the users to accomplish this task, although generally they are applied as “black boxes” without a full control of the processing parameters. Moreover, a time-consuming final editing is often needed. Here, the aim is to texture complex 3-D models with thermal images that feature a much lower geometric resolution compared to the one of RGB data. Thermal cameras for building inspection feature a narrow FoV that is suitable to reach structural elements far from the sensor stand-point. Both of these aspects may generate problems in commercial software packages. For this reason, we have developed an ad-hoc procedure for IR texture mapping.

In order to have rigorous mapping on detailed 3-D models, the intrinsic calibration of the IR camera and the coregistration of both thermal image and laser scans are needed. The geometric aberrations of the IR camera lens may result in significant distortions in the mapping process of the thermal images onto the geometric model, which become more evident in the overlapping zones. These distortions can be properly modeled and mitigated due to the camera calibration procedure, which is a standard task in photogrammetry and computer vision applications. However, the reduced geometric resolution and the narrow FoV of IR sensors make the calibration procedure a nontrivial aspect. Also, the coregistration of the thermal images and the geometric 3-D model of the building may turn into a complicated task. According to the structure of the surface and to the image acquisition procedure, the problem can be coped with different ways. A simple homographic transformation can be correctly used only when the 3-D model of the building façade is flat. If the surface has a more complex 3-D shape, this model does not hold any more (exception is made for almost flat objects with only small off-plane parts). Two solutions are then possible, both based on 3-D perspective transformations: (1) single image resection or (2) bundle adjustment of a set of images (usually referred to as “block of images”). The former technique is the most popular in the case of thermal images, but unfortunately
it is a time-consuming approach because each image has to be processed individually. Furthermore, the achievable accuracy of the orientation with texture-less images can be questionable. The latter has the advantage of exploiting common points between images, reducing the total number of points to be measured. Unfortunately, the resolution and the limited angle of view of the IR sensors may result in an acquisition scheme of thermal images, which is not adequate for a stable bundle-block adjustment. In this paper, we present a procedure which overcomes some of these limitations. The developed methodology makes use of thermal and RGB images acquired independently, e.g., even on different days. However, the combined orientation of both datasets and the larger resolution and format of RGB images help to compute the orientation of thermal images.

As will be shown in the following sections of the paper, this method is not a general solution for any application. In Ref. [1], the use of a “bi-camera” system was demonstrated to be successful in the case of texture-less objects. On the other hand, after several experiments on the main campus of Politecnico di Milano University, where a restoration project is currently in progress, the feasibility and usefulness of the proposed approach for real surveying applications have been assessed.

2 Texture Mapping of 3-D Models with Thermal Images

This section presents different procedures to overcome some of the limitations listed in Sec. 1, including IR camera intrinsic calibration, image orientation, and texture of 3-D building models.

2.1 Thermal Camera Intrinsic Calibration

In order to use a camera for photogrammetric purposes, its calibration should be carried out to determine the interior orientation parameters and to compensate for the effects of lens geometric distortion. In the applications considered in this study, neglecting the correction of distortions may lead to a significant worsening of the final quality of the textured model.

In the case of IRT sensors, the pinhole camera model can be assumed and calibration applied by using standard photogrammetric methods. However, IRT cameras are not designed for metric purposes and their calibration may not be an easy task for a series of reasons (see also Ref. [2]):

- geometric lens distortion could be quite large, especially at the borders of the images;
- because of the shorter wavelength of IR spectrum with respect to the visible one, the diffraction disk diameter is much larger, resulting in a larger pixel size in the thermal sensors;
- in terrestrial applications, the IR image resolution is generally in the order of 640 × 480 pixels or lower (except in some highly expensive sensors);
- autofocusing systems cannot be deactivated, causing instability in the interior orientation parameter estimation; and
- the limited FoV makes it more difficult to carry out a calibration project.

All these aspects should be taken into account for planning the calibration project in order to fix a proper set of “best practice rules” to be generally adopted.

The camera AVIO TVS700, further used in this work for IRT surveys, was calibrated by using the Brown’s model [3] which is based on eight parameters (principal distance, principal point coordinates, three coefficients for radial distortion compensation, and two parameters for decentering distortion). These parameters can be estimated by using a proper calibration target set (Fig. [4]), which must be imaged from different positions. An important aspect concerning the target set is that its points have to be clearly visible in the IR images. The solution here adopted is based on a set of 40 iron nails fixed in a wooden structure. When exposed to sunlight, nails warm up faster than wooden background and become clearly visible in IR images [5]. Each of these nails was also measured with a first order theodolite Leica TS30. The 3-D coordinates of all nails and the corresponding image coordinates, manually measured on all images are included in a bundle adjustment, whose solution includes also the Brown’s model calibration parameters. The average precision of this procedure can be evaluated through the estimated statistical quality parameters computed along with the bundle adjustment (see Sec. [6] for more details on bundle...
adjustment technique, which is also adopted in the image registration stage). In the case under consideration, the computed set of parameters allowed us to transform points from the images to the real world with an average residual error of $\pm 2$ mm.

Some other aspects of the calibration procedure need a special remark. First, in order to correctly estimate the calibration parameters, the points used for the bundle adjustment computation should be evenly distributed on the image, covering also those regions close to the image borders where distortions are usually larger. In addition, the inclusion in the calibration block of at least two rolled images (i.e., in portrait position, with the others in landscape orientation) can help to reduce correlations between the estimated parameters. Indeed, high correlation between a couple of parameters means that they have not been estimated in a reliable way. Consequently, one of these parameters should be excluded from the final set. In particular, in the presented case, the radial distortion parameters $k_2$ and $k_3$ showed a correlation >90%. For this reason, in the final estimation, the parameter $k_3$ was excluded from the estimation and only seven parameters from the Brown’s model were used. As the autofocusing systems of the camera could not be turned off, the images were acquired more or less from the same distance from the polygon. However, the principal distance estimation in the case of real surveys still remains a problematic aspect. Finally, Fig. 3 highlights the difficulty of acquiring strongly convergent images due to the limited FoV of IR cameras compared with RGB ones.

In this application, the camera calibration parameters were estimated after including in the bundle-adjustment some ground control point (GCP) obtained from theodolite surveying. However, the estimation can be carried out also in a “free-net adjustment” without any GCP.

### 2.2 Reconstruction of the Building Model

A 3-D model of building is necessary for mapping thermal IR images. Such a model can be derived either starting from existing drawings or from surveying. In the case of large...
constructions or historical building where the façades can feature complex architectural elements, photogrammetric and TLS techniques may provide high-resolution models without requiring the direct contact with the object. Both techniques can also be successfully applied in an integrated way to exploit their complementary key properties. In Refs. 19 and 20, this topic is described in more detail. The most complete product that can be obtained from photogrammetry/laser scanning is a vector 3-D model. Unfortunately, this would require a largely time-consuming manual work, especially in the case of complex historical buildings where façades usually have an abundance of decorations. An alternative approach can be based on the use of point clouds which are directly achievable by means of TLS or alternatively can be derived from image matching techniques applied to photogrammetric images. A point cloud is a set of 3-D points describing the surface of an object. Points are not usually related by any topological relationship but, if their density is sufficiently high to sample the surface in a nonambiguous way, they give a useful model for mapping IR images. Usually, problems rise up in correspondence of edges, corners, and other features, where the spatial resolution of the point cloud is not enough to give a complete description of geometry. This is the motivation of why photogrammetry can increase the quality of point cloud because linear features like edges can be extracted in an easier way from images. Point clouds can be directly mapped by assigning to each point the radiometric value found in the corresponding positions in the images. On the other hand, this method is adequate only for rapid and general visualization and not to map details. Moreover, it suffers from low resolution of the point cloud. To overcome this drawback, raw point clouds derived from field surveying are further processed and a triangular mesh or triangular irregular network (TIN) describing the surface of the object is achieved. In the polygonal model, the raw points are connected with triangles which do not intersect or overlap. The triangularization process can be carried out in an automatic way, but usually it requires a final editing work. In Fig. 4, an example of a part of laser scanning point cloud at different stages of the modeling process is reproduced (raw point cloud, TIN surface obtained from automatic processing, TIN after editing).

2.3 Registration of Images and 3-D Model

In the last phase, thermal images have to be mapped and mosaicked on the TIN model of the building. Given a calibrated camera as described in Sec. 2.1, this process is made up of two stages. The first one is the reconstruction of the spatial position of each image with respect to the 3-D model. This task is called image registration and will be described in this subsection.

Fig. 4 Three steps in the laser scanning process: (a) row point cloud, (b) automatically generated mesh with wrong triangles, (c) edited model.
In a second step, the content of each image is projected over the 3-D model (texturing), as described in Sec. 2.4. Typically, the same geometric transformation adopted for registration is also adopted for texturing. In theory, registration and texturing of IR images do not differ from the same procedures for the case of RGB images. In practice, it is a much more complicated task to accomplish due to the smaller FoV, the smaller format, and the different radiometric content.

In many applications that carried are out in standard thermal surveys of buildings, registration is carried out by using homographic transformations, one per each image to map. Estimation of homography requires the identification of at least four corresponding control points (CPs) on both image and surface. Not only does this method have strict limitations regarding the surface’s geometry that must be almost flat, but it can also be difficult to apply in the case where image depicts a homogeneous area where no CPs can be found. This situation quite frequently occurs in the case of IR images due to the small format and the homogeneous temperature over the region depicted in the image (Fig. 5).

A more comprehensive approach to image registration is based on the collinearity equations, which are normally used in photogrammetry to describe the spatial central perspective transformation approximating the process of image formation. Such equations relate a 3-D point in the object space \( P_i (X_i, Y_i, Z_i) \) to its corresponding projected point \( p_{ij} (x_{ij}, y_{ij}) \) on the image (indexes \( i \) and \( j \) refer to point and image, respectively). Collinearity equations are parameterized through the so called exterior orientation (EO) parameters, which include three orientation angles used to build up a spatial rotation matrix \( R_j \), and 3-D coordinates of the perspective center \((X_0, Y_0, Z_0)\) of image \( f \):

\[
\begin{align*}
  x_{ij} - x_0 &= -c_j \left( \frac{r_{11,j}(X_i - X_0) + r_{12,j}(Y_i - Y_0) + r_{13,j}(Z_i - Z_0)}{r_{31,j}(X_i - X_0) + r_{32,j}(Y_i - Y_0) + r_{33,j}(Z_i - Z_0)} \right) \\
  y_{ij} - y_0 &= -c_j \left( \frac{r_{21,j}(X_i - X_0) + r_{22,j}(Y_i - Y_0) + r_{23,j}(Z_i - Z_0)}{r_{31,j}(X_i - X_0) + r_{32,j}(Y_i - Y_0) + r_{33,j}(Z_i - Z_0)} \right). 
\end{align*}
\]

In Eqs. (1) and (2), image coordinates \( x_{ij} \) and \( y_{ij} \) have been previously corrected for distortion (see Sec. 2.1). Indeed, all cameras have to be calibrated before computing image registration although it would also be possible to do both registration and intrinsic calibration together; this last option, however, would require some strict conditions on the layout of the photogrammetric block, which usually differs from the one adopted during the surveying stage. Calibration also provides the principal distance \( c_j \) and the coordinates of principal point \((x_0, y_0)\), which are used in the collinearity equations [Eqs. (1) and (2)]. The registration of each image (space resection) can be directly performed by using these equations, whereas some GCPs should be independently measured (e.g., by using a theodolite or directly from the point cloud derived from TLS). Coordinates of GCPs have to be measured on the images as well. By using at least three GCPs, it is possible to write down a system of three pairs of Eqs. (1) and (2) for a total number of six equations. This system, after linearization, allows

---

**Fig. 5** The basic principle of a single image texture mapping based on space resection: the method works only if the object and the thermal image allow the operator to manually measure a set of corresponding points.
one to solve for the six EO parameters related to the image under consideration. In practice, the
number of GCPs should be redundant to make it possible to work out the solution by least
quares; this solution also helps to strengthen the numerical stability of the estimation.
Another problem comes out from the linearization of Eqs. (1) and (2), which requires the knowl-
dege of an approximate solution in advance for computing the Taylor expansion; this problem,
although crucial in the whole process, is not adescribed here, but reader is referred to Ref. [4].

An alternative approach which is usually adopted for space resection of thermal images is the
projective model provided by direct linear transformation (DLT). In this case, the relationship
between two-dimensional (2-D) and 3-D coordinates is modeled by means of 11 algebraic coef-
ficients, which implicitly incorporate both calibration and EO parameters. By this method, each
image is processed individually by measuring at least six GCPs; no approximations for the
unknown parameter are necessary because DLT equations can be linearized in a straightforward
manner. Sometimes, DLT is used to provide approximations for the successive application of the
collinearity equations.

Even if this space resection is the most popular technique for registration of IR images and it
is implemented in several commercial packages, it suffers from at least three main drawbacks:
(1) it is time consuming because each image has to be processed independently from others;
(2) in the case of IR images with poor texture, the identification of the minimum number of
GCPs may be difficult and the final orientation accuracy may be questionable; and (3) mosaick-
ing of IR images on the 3-D model is prone to show discontinuities in overlapping areas.

To overcome these drawbacks, usually in photogrammetry, the bundle adjustment approach
is applied. Basically, several images are registered together into the same reference system
through the solution of a linearized system of Eqs. (1) and (2). Also some approaches based
on DLT exist, but are less popular. The unknowns of the system are the six EO parameters
per each image, whereas the intrinsic calibration parameters are usually determined in an inde-
pendent way. Some GCPs are used to setup the reference system where the registration is needed.
In this case, GCPs have to be shared with the laser scanning point cloud. However, GCPs should
not necessarily be measured on all images, mitigating the problem (2) in space resection meth-
ods. They have to be positioned to fix a general 3-D similarity transformation (seven parameters)
that setup the reference system. This call for using at least three GCPs is not aligned. As a best
practice, GCPs’ number should be larger and they should be spread out on the overall surveyed
area. This has the advantage of either raising the numerical redundancy of solving system of
equations or improving the stability of the solution. On the other hand, if the number of
GCPs is reduced, the system would show a rank deficiency that needs to be filled by using
the so called tie-points (TPs). TPs are corresponding points measured on at least two images,
giving rise to at least four additional Eqs. (1) and (2). TPs do not need to be measured in the
object space because their object coordinates are also computed during the adjustment. It is clear
that every TP in two images introduces four equations and three new unknowns (the 3-D coor-
dinate in the object space), resulting in a positive contribution to the global redundancy of the
system. This contribution is much higher if a TP is seen in more than two images. Consequently,
a good configuration for the bundle adjustment requires multiple TPs. This solution not only
increases the global redundancy, but also improves the local redundancy of single observations,
with a greater chance to detect errors. The block geometry should be properly selected as it
would require large overlaps to find many multiple TPs, whose measurements can be carried
out in a manual or automatic way. The second option is possible only if the images have an
adequate texture. In addition, bundle adjustment also has the advantage of exploiting common
GCPs between images, reducing the total number of points to be measured on the images.
However, in many cases, the configuration of IR camera poses is quite different from the
one of photogrammetric blocks made up of RGB images. This is strictly related to the character-
istic of close-range IR sensors: the narrower FoV increases the number of images to be processed
and reduces the baselines (i.e., the distance in space between the camera stations) between con-
secutive images, causing a worsening in the orientation accuracy. Moreover, in most cases the
baselines are so short compared to the camera/object distance, that the numerical stability of the
solving numerical system is dropped.

For the sake of completeness, some specific acquisition systems designed to speed up the
thermal image orientation can be also found in the literature. A “bi-camera” system, coupling a
traditional RGB camera with an IR sensor, can be also used. In this case, only RGB images are processed in the bundle adjustment deriving their EO parameters. Then, from the knowledge of the relative orientation between RGB and IR cameras, which could be determined in a calibration phase, thermal images are oriented. However, the bi-camera system can be quite bulky and not always applicable. In the case of mobile mapping systems integrating IR cameras, the image orientation can be performed in a two-step way. Thermal images are first relatively oriented using Neister’s “five point algorithm.” Then, the obtained sequence is matched to the recorded GPS camera path and then to the building façade.

The solution presented here is based on a global photogrammetric bundle adjustment combining both IR and RGB images, which tries to overcome some drawbacks connected to the standard space resection and to the bundle adjustment of IR images only. The procedure starts with the acquisition of an adequate set of RGB images with a calibrated camera, meaning that the image block should satisfy the standard requirements of a close-range survey in terms of image overlap, baseline between consecutive images, and image resolution. For instance, in the case of a planar-like façade, a simple strip of images with an overlap of about 80% can be a good choice as it allows one to find TPs on three to four images. In building surveys, some factors like occlusions caused by surroundings, buildings and/or trees, logistics limitation, and the like might influence the block design. Consequently, a trade-off between concurring requirements has to be defined. Then, RGB images are oriented within a standard photogrammetric bundle adjustment, which is based on a set of TPs measured on the images and some GCPs that are used to register the project in the reference system of the laser scans. An important consideration deserves to be mentioned: TPs individuated in this first step will then be adopted for registration of IR images. For this reason, their spatial distribution should be carefully planned. In particular, TPs should be preferably measured in correspondence of elements that are clearly visible in both RGB and IR images (e.g., windows’ and doors’ corners). This strategy may result in increasing the processing time of the bundle adjustment of the RGB images, if compared to a standard photogrammetric project where the integration of IR images is not needed. For example, in our application up to more than 100 TPs were individuated on a single RGB image. On the other hand, the larger number of TPs will help the registration of the IR data.

Once RGB images have been registered by means of bundle adjustment, IR images can be added to the block by measuring those TPs which have been previously determined in the RGB images. A final combined bundle adjustment including all data is actually carried out to obtain the EO parameters of all images simultaneously. To account for the different precision of TPs measured in RGB and IR images in the computation of least squares solution, different kinds of observations are properly weighted. Basically, weights of image coordinates in the RGB images are derived from the statistics of bundle adjustment including the RGB images only. Weights of IR images are assigned on the basis of the pixel size of the adopted thermal camera. This combined adjustment has several advantages:

- global and local redundancies allow an estimation of EO parameters better than those estimable with single-image space resection techniques;
- in contrast to standard space resection, TPs are initially measured in RGB images instead of laser scans, allowing a better identification;
- TPs are shared between RGB and IR images;
- RGB and IR image acquisition may be carried out independently, even on different days; and
- this method allows the user to include new data taken at different epochs.

On the other hand, TPs have to be measured manually both in RGB and IR images and, in addition, they have to be measured in abundance in RGB images in order to cope with the limited FoV of IR camera.

An application example of this orientation technique is the “Nave” building of Politecnico di Milano (Fig. 3).

First, 17 RGB images acquired with a Nikon D80 with a 20 mm Sigma lens were registered within a bundle adjustment. In this project, 16 retro-reflective targets measured with a theodolite Leica TS30 and also employed for the registration of laser scans were used as GCPs during bundle adjustment. As can be seen in Fig. 7(b), the irregular distribution of both RGB (red
cameras) and IR images (blue cameras) depends on the presence of several occlusions due to obstacles like other buildings and trees. Then, 65 IR images were included in the bundle adjustment by using more than 600 TPs previously measured in the RGB images. Thermal images were acquired with two different IRT cameras (AVIO TVS700 and NEC TH9260) and were included in a unique adjustment with different sets of intrinsic calibration parameters. The high number of TPs used is connected with the narrow FoV of both thermal cameras that limits the number of elements clearly measurable in each image (Fig. 7). Statistics of the combined bundle adjustment show a final RMS of about 1.2 pixels. This result can be considered as acceptable due to the low geometric resolution of IR images. In fact, the ground sample distance of the thermal images was about 1 cm, while the one of RGB images was 1 mm, meaning 1 order of magnitude of difference. An important remark concerns the identification of TPs on RGB and IR images. As previously mentioned, TPs identified in RGB images are abundant [Fig. 7(a)],

Fig. 6 The Nave building of Politecnico di Milano University.

Fig. 7 In the upper row (a) an RGB image with the measured tie points (TPs) (red crosses); and a 3-D view showing camera poses of both RGB (red) and thermal (blue) datasets (b). In the lower row (c), some IR images used for texturing the 3-D model with measured TPs; red lines are a graphical representation of the residuals after registration through the bundle adjustment (a magnification factor 50 is applied).
resulting in a higher increment of the processing time of RGB images. However, TP localization is not a problem. On the other hand when IR images are used, the presence of repeated elements, such as windows or doors [Fig. 7(c)], may determine some ambiguities in the identification of TPs. For this reason, in the surveying phase some notes should be taken. This measurement is quite laborious and can last several hours and, in the case of large projects, even days.

2.4 Texture Mapping of the IR Images

Once IR and RGB images are registered in the same reference system of laser scanning point cloud, they can be mapped and mosaicked on the model of the façade. The process aimed at applying artificial or reality-based textures to a 3-D model is known as texture mapping. In the former case, a predefined pattern is applied to each elementary surface which forms the digital surface model of the object. In the latter case, an image captured on the real object has to be mapped on the corresponding portion of the object model. Several works in the fields of photogrammetry, computer vision, and computer graphics focused on how to obtain the automatic photorealistic texture mapping from RGB images. In many cases, the general workflow is similar. As a preliminary stage, images and surface model (e.g., a 3-D TIN), which have been recorded independently, are registered in a common reference system. Then, the texture mapping process can be performed. As each portion of the façade is usually visible in more than one image, the second step is the implementation of an automatic criterion to select the image that is more suitable for mapping that area. This choice should take into account the image quality and the presence of occlusions. For instance, images used in the mapping phase are selected to maximize a score function or to optimize some geometric parameters such as viewing direction, level of detail, distance from the object, etc. Finally, the pointwise correspondences between pixels in the image and points on the elementary surface to be textured are established. In the application presented in this paper, the elementary surface is each triangle of the TIN generated from the laser scanner point cloud, and Eqs. (4) and (5) are used for mapping. Eventually, the obtained textures should be corrected for radiometric differences due to different lighting conditions.

Some commercial software packages (e.g., 3-D Studio Max®, Geomagic® Studio, PhotoModeler® Scanner, ShapeTexture®, etc.) accomplish texture mapping. However, in many cases, the process is manual, meaning that the measurement of corresponding points (images ↔ model) is carried out manually for each image. Also in the case that the image orientations can be uploaded in the software allowing a more automated processing, a significant editing phase is needed to fix problems related to occlusions, variations in lighting, and camera settings. On the other hand, when a small number of IR images or a simplified mesh model is used, these problems are less relevant. But when the number of IR images to adopt is large (also more than 50 to 100 images) and the façade model presents a high degree of complexity, a more efficient approach should be applied. The algorithm adopted here for texture mapping has been designed in order to minimize self occlusions and texture assignment problems.

The procedure that identifies occluded areas is called visibility analysis. Figure 8 helps to understand the basic idea of this method: if triangle \( T_i \) is not visible from the viewpoint \( I_k \), there will be at least another triangle \( T_j \) which occludes it. In the image space, the occlusion is reflected by an intersection between the two back-projected triangles. In order to understand which is the occluded triangle and which is the occluding one, the reciprocal distance between the vertices of the triangles and the image projection center is calculated. The farther triangle is occluded, whereas the closer is the occluding one.

From a computational point of view, this phase is very demanding because the analysis should be repeated for all the triangles composing the whole mesh (computation complexity \( O^2 \)). This might be a problem in the case of models composed of millions of triangles. To reduce the number of triangles to be checked, three different strategies have been implemented: (1) view frustum culling, (2) back-facing culling, and (3) triangle distance culling. The view frustum culling is based on labeling as occluded all triangles outside the camera view frustum [Fig. 8(a)] since they are not directly visible from viewpoint \( I_k \). The camera view frustum is the region of space where objects might have been imaged from a given camera station. In this case, it corresponds to the FoV of the adopted camera. The nearest and farthest planes

limiting the camera view frustum are, respectively, the plane of the camera sensor and the plane at infinity. The classification of any triangle outside this region as “occluded” limits the number of visibility analyses to accomplish when dealing with triangles inside the view frustum. A further reduction of the number of triangles to check can be obtained using the back-facing culling [Fig. 9(b)]. If the mesh is oriented, the normal vector for each triangle is defined. All triangles whose normal forms an angle $>90$ deg with the camera viewing direction are geometrically not visible from image viewpoint $I_j$ because they are occluded by the triangles facing toward the camera. In the case where the angle is smaller, it is labeled as potentially visible [blue face in Fig. 9(b)]. Depending on the dataset structure, the number of testing triangles can be significantly reduced.

The triangle distance culling strategy (3) is based on the observation that in the visibility analysis, a lot of time is spent to analyze those triangles whose back projection in the image fall quite far from the reference triangle. On the other hand, triangles that back projected in the image are close to the reference one will have a higher probability of intersection. For this reason, we limit the intersection test only to a certain number of nearest neighbor triangles with respect to the reference one. Their number depends on the quality of the geometric model and on the image scale.

The second important aspect that has been implemented in the procedure for texture mapping concerns the choice of the best image to be used for texturing in overlapping areas. This choice is performed evaluating two texture quality parameters: the resolution of the image in object space and the camera viewing direction. The image whose quality parameters are better ranked is used as the source for texturing. Finally, the texture coordinates for the triangle are calculated by back projecting the triangle coordinates in the object space onto the selected image by means of Eqs. (1) and (2).

The described algorithm works independently for each triangle. Therefore, depending on the illumination conditions during acquisition, sharp color differences in the textured model may appear. This is expected especially when two different images are used to map adjacent triangles of the model. Nonhomogeneous texture can be reduced by using a color/brightness correction. The developed color/brightness correction is not performed in the traditional RGB space but in
Indeed, unlike the RGB color model, $L*a*b*$ color space is designed to approximate human vision. In particular, its $L$ component closely matches human perception of lightness, whereas $a$ and $b$ channels define the color plane. This distinction can thus be used to make accurate color balance corrections by modifying both $a$ and $b$ components and to adjust the lightness contrast using the $L$ component. The color and brightness corrections are estimated by exploiting common small areas detected in multiple images.

The procedure for texture mapping IR images has been applied to the Nave building of Politecnico di Milano (see Fig. 6). The textured 3-D model was then rotated by using a viewing direction normal to the façade plane and both IR and RGB orthoimages (Fig. 10) were generated. Such products are useful for visual and analytical inspections. As can be seen, some holes, which are filled with RGB images, are present in the IR data orthoimage due to some obstacles which prevented the acquisition of IR images.

### 2.5 Comparison with Other Methods

In this section, a comparative analysis between the method described in this section and other techniques which are normally adopted in the current practice (i.e., homography and space resection) is carried out. As previously discussed, in both homographic transformations and space resection methods, images are processed individually, requiring the identification of a high number of CPs between images and the building model. In contrast, in the method based on the combined bundle adjustment of RGB and IR images, several TPs are measured in the RGB images instead of the laser scans. In the case of homographic or space resection methods, CPs can be measured in two different ways: (1) from a theodolite survey, a process that may become highly time consuming due to the high number of points to survey or (2) by identifying some features in the laser scanning point cloud. In this second case, the quality of the point cloud and, in particular, its resolution play an important role in the accuracy of the registration.

The comparative analysis is carried out considering a portion of the “Nave” building covered by 10 IR images. For this test site, IR images are registered by using all three discussed methods (bundle adjustment of RGB and IR images, homography, and space resection) and a final
orthophoto is generated by adopting the same geometric model for the building. The comparison among the three different approaches is performed considering two different parameters:

- the root mean square errors (RMSE) of residuals on CPs and TPs adopted for registration in each method, and
- the comparison between the IR orthophotos generated by the different methods, and the RGB orthophoto considered as benchmarking data.

In the case of homography and space resection methods, CPs used for image registration were directly derived from the laser scanning point cloud. Moreover, because these two approaches are based on the individual processing of each image, the average RMSE were evaluated on the whole set of 10 IR images analyzed. On the other hand, the simultaneous bundle adjustment of all IR images gives out a single statistic for the whole block orientation. As can be seen from Table 1, RMSE for bundle adjustment is in the order of 1 pixel as previously anticipated, while those corresponding to homography and space resection methods are significantly larger. This is mainly due to the fact that the identification of corresponding points between IR images and point cloud is limited by lower resolution of laser scanning data. On the other hand, the bundle adjustment is based on the measurements of TPs in RGB images instead of laser scans, resulting in an improved precision of point measurement and finally in a higher registration accuracy.

The second comparison is directly performed on the derived orthophotos. In this case, some check points which were clearly visible on both the RGB and thermal orthophotos were selected, and the error between IR and RGB data was evaluated.

As can be seen from Table 2 and Fig. 11, discrepancies for homography and space resection are much larger than those obtained from the combined bundle adjustment method.

### 2.6 Application of the Whole Procedure

The examples reported along the previous section demonstrated the results obtained by different steps. In this section, a complete case study is presented to show the entire process. The building is still located in the main campus of Politecnico di Milano University and it is a wing of the Padiglione Sud, which mainly hosts classrooms and offices (Fig. 12). In this case, the building was constructed in the 1920s and presented typical decorations and architectural features of that time. The aim of IRT investigation was the detection of thermal anomalies due to stucco delamination, thermal loss of the structure, and damages of the finishing.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>RMS comparison for homography, space resection and combined bundle adjustment methods.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Homography</td>
</tr>
<tr>
<td>Mean root mean square (RMSE) (pixel)</td>
<td>2.683</td>
</tr>
<tr>
<td>Standard deviation of RMSE (pixel)</td>
<td>0.791</td>
</tr>
<tr>
<td>Maximum RMSE (pixel)</td>
<td>3.693</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>RMS comparison for homography, space resection and combined bundle adjustment methods.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Homography</td>
</tr>
<tr>
<td>Mean error (m)</td>
<td>0.0580</td>
</tr>
<tr>
<td>Standard deviation of errors (m)</td>
<td>0.0293</td>
</tr>
<tr>
<td>Maximum error (m)</td>
<td>0.153</td>
</tr>
</tbody>
</table>
The laser scanning survey was based on several stations from which scans were acquired with a Riegl LMS-Z420i instrument to cover the whole façade. It should be noted that this long-range instrument undoubtedly was not the best solution for architectural surveys. Considering the short ranges involved (a few tens of meters), a more precise, faster and less noisy phase-shift scanner should be preferred for this application. On the other hand, from one side that was the only instrument available when needed. Second, the aim of survey was not to derive an accurate 3-D model of the building but only to construct a TIN surface for mapping IR images. In addition, a photogrammetric survey to collect RGB images was carried out with a camera Nikon D80. Also in this case, the scope of this survey was not the geometric modeling of the building but only to provide image for texturing the 3-D model and to be used for helping the registration of IR images. A set of retroreflective targets positioned on the façade were adopted to establish a local reference system for georeferencing the laser scans and also to be used as GCPs in the combined bundle adjustment of RGB/IR images.

IR thermal images were registered by using the method presented in Sec. Other solutions like the use of a “bi-camera system” as reported in Ref. were tried. However, occlusions due to a railing close to the façade and many trees made this solution not feasible due to the bulky coupling equipment. On the other hand, the combined bundle adjustment method allowed the acquisition of IR images simply by placing the camera on a photographic tripod. Also a method based only on homography estimation resulted in improper images due to the presence of stucco.

**Fig. 11** IR thermal orthophoto derived from (a) homography, (b) space resection and (c) combined bundle adjustment of RGB and IR images.

**Fig. 12** Photo (at top) and 3-D laser scanning model (at bottom) of Padiglione Sud building at Politecnico di Milano.
and concrete decorations which altered the flat model needed for this registration model. The orientation was carried out by using the commercial photogrammetric software PhotoModeler®. This software allows for identification of GCPs and TPs in the images and does not require any approximation of the EO parameters for the bundle adjustment. First, 30 RGB images were oriented by using 20 retro reflective targets as GCPs and by identifying 150 TPs all over the façade. Then, about 90 IR images were oriented in a combined bundle adjustment with RGB images, offering a final average precision for image coordinates of ∼1 pixel (Fig. 13).

The processing time for this phase was about four business days. In parallel, the laser scans were registered together and the TIN model was generated and edited. Finally, the 3-D digital textured model was obtained by using the procedure presented in Sec. 2.4 and then the final orthoimages (Fig. 14) with RGB and IR data derived by simply projecting the images onto the model of the façade. Also in this case, some gaps in the thermal map are clearly visible, mainly due to the presence of obstacles (vegetation, fence, . . . ). The obtained model and the derived orthoimages were used to identify defects and delamination in the stucco using the procedure presented in Ref. 37.

3 Conclusions

An innovative solution allowing the generation of 3-D digital models of complex structures textured by IR images was presented.

The integration between different surveying techniques like photogrammetry, TLS, and IR thermography allowed an accurate mapping of IR thermal data on a detailed 3-D model, simplifying the detection of anomalies. The outputs of the procedure consisted of photo-textured patterns.
3-D models and orthoimages which gave support to the precise localization of thermal defects/anomalies and to the evaluation of their extension. These achievements could be exploited for the optimization of the conservation plan and for the maintenance activity planning.

However, in order to obtain a satisfactory result both in image registration and in the final texturing phase, a calibration of the IR camera lens system by using a rigorous photogrammetric procedure is needed. Thermal image registration can be enhanced by introducing an adjustment in the images acquired by a RGB calibrated camera (with a better geometric resolution and a larger FoV than IR sensor). Data acquisitions of RGB and IR images are independent from each other. This is an important advantage because it allows us to select the best time for each survey. For example, RGB images should be captured with good natural lighting conditions, whereas IR data should be gathered at a time where thermal radiation of the façade is higher. The precision of image registration is in the order of $\sim 1$ pixel and it is generally acceptable.

On the other hand, some problems still exist, mainly in the acquisition of IR images. Due to the long time needed to perform a complete survey of a building façade, the environmental conditions might drastically change, resulting sometimes in significant variations of the surface temperature between different images. Even if an algorithm for color/brightness correction and radiometric difference reduction was developed, this could be used only in the generation of RGB mosaics. In fact, it is worthwhile to notice that radiometry in IR images is directly connected to temperature, and a simple correction based on color and brightness seems inadequate for IRT images. A more complex model based on heat diffusion and material property may be appropriate for temperature correction. Another problem concerns IR images depicting homogeneous areas, where the lack of radiometric texture can cause problems in identifying corresponding points among IR images and also with RGB images.

The procedure for image registration, that is the core of the whole process presented here, is still largely time consuming owing to the manual measurement of TPs. This task can be accomplished in an automatic way when dealing with RGB images only. Unfortunately, it becomes much more involved in the case RGB and IR data that need to be integrated. Some authors have published procedures for automatic coregistration of RGB and IR images, which look promising but still work on a limited number of applications.
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