Reevaluation of near-infrared light propagation in the adult human head: implications for functional near-infrared spectroscopy
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Abstract. Using both experimental and theoretical methods, we examine the contribution of different parts of the head to near-IR (NIR) signal. Time-resolved spectroscopy is employed to measure the mean optical path length (PL), and the absorption ($\mu_a$) and reduced scattering ($\mu'_s$) coefficients in multiple positions of the human head. Monte Carlo simulations are performed on four-layered head models based on an individual magnetic resonance imaging (MRI) scan to determine $\mu_a$ and $\mu'_s$ in each layer of the head by solving inverse problems, and to estimate the partial path length in the brain (p-PL) and the spatial sensitivity to regions in the brain at the source-detector separation of 30 mm. The PL is closely related to the thickness of the scalp, but not to that of other layers of the head. The p-PL is negatively related to the PL and its contribution ratio to the PL is 5 to 22% when the differential path length factor is 6. Most of the signal attributed to the brain comes from the upper 1 to 2 mm of the cortical surface. These results indicate that the NIR signal is very sensitive to hemodynamic changes associated with functional brain activation in the case that changes in the extracerebral tissue are ignorable.

1 Introduction

While near-infrared spectroscopy (NIRS) has been oriented toward use for clinical monitoring of tissue oxygenation, this technique is now developing into a useful tool for neuroimaging studies. Since Jöbsis first described the in vivo application of NIRS in 1977, several types of NIRS instruments, which are associated with an equally wide range of types of measurement, have been developed. The type of measurement made in the earliest clinical NIRS studies, which is employed in current commercially available instruments, is to measure the transmitted light intensity and calculated concentration changes in chromophores based on the modified Beer-Lambert law. Instruments of this type (cw-type instruments) enable us to continuously measure hemoglobin (Hb) concentration changes accompanying changes in neuronal activity in real time. However, since cw-type instruments cannot measure the optical path length in tissue, quantification of Hb concentration changes is impossible. To solve the problem of data quantification, over the past 25 yr many different approaches have been tried, such as time-resolved spectroscopy (TRS) and phase-resolved spectroscopy.

In TRS, ultrashort (picosecond) pulsed light is input to the tissues and the emerging photons are detected as a function of time (the temporal point spread function, TPSF) with picosecond resolution. Multiplying light speed in the tissue by the mean time of flight of photons, which is estimated from the TPSF, provides the mean path length (PL) light travels between the source and detector. In the case where hemodynamic changes are global and homogeneous within the head, quantification is possible by substitution of the estimated PL into the modified Beer-Lambert law. When the changes are localized within the brain, as in functional brain activation, however, the estimated Hb concentration changes are smaller than the real concentration changes because the partial path length in the brain (p-PL) is shorter than the PL (partial volume error). Only if the ratio of the p-PL to the PL is the same among measurement positions, which may hold when there is no positional difference in the PL, is it possible to compare amplitude of the NIRS signals among different subject groups and different measurement positions in a given subject. In a series of our studies with TRS, however, we found that positional variation of the PL is large at the lateral side of the head, though it is relatively small at the forehead. The PL was positively related to the reduced scattering coefficient ($\mu'_s$) of the head but not the absorption coefficient ($\mu_a$) measured by...
Fig. 1 Example of the curve-fitting data. The observed TPFC at 759 nm was obtained from measurements on the left forehead of a 23-year-old woman at a source detector spacing of 3 cm. Upper graph shows the weighted residuals.

Fig. 5 TPSF obtained from the MC simulation and the deconvoluted TPSF obtained from the TRS measurement on subject 3.
TRS (data not shown). The $\mu_s'$ is determined mainly by the optical properties of the scalp and skull, while the $\mu_a$ is determined by the properties of the deeper region of the head, such as the brain. The large positional variations of the PL were also observed by Zhao et al., who measured PL in the frontal, sensorimotor, and occipital regions with a multichannel TRS instrument. They speculated that it was related to the thickness of the skull and muscle, which was not confirmed. Taken together, these results suggest that the detected light mainly propagates within the extracerebral tissue. Thus, the fundamental question arises: is NIR signal actually sensitive to changes associated with functional brain activation?

Although a number of theoretical and experimental investigations on NIR light propagation in the human head have been performed, knowledge of which region in the brain is sampled by NIR light remains incomplete. Recent models for the theoretical analysis of light propagation in the head are based on an inhomogeneous structure. These models consist of multiple layers, such as the scalp, skull, cerebrospinal fluid (CSF), and the brain, which can be divided into the gray and white matters. In theoretical analysis, optical properties in each layer of the head are critical for prediction of the light propagation, though $\mu_a$ and $\mu_s'$ values in each layer used for analysis are different from study to study. This is attributable to the fact that in situ measurements of the optical properties are not feasible.

In this study, we employed both experimental and theoretical methods to examine the spatial sensitivity of the detected NIRS signal to different parts of the head. First, we measured the PL, $\mu_a$ and $\mu_s'$ in the human heads with TRS. Then, Monte Carlo simulations were used. To determine the optical properties of scalp, skull, CSF, and the brain, inverse problems with the four-layered model based on an individual magnetic resonance imaging (MRI) scan were solved using mean $\mu_a$ and $\mu_s'$ of the head measured by TRS. Using the determined optical properties of each layer, we examined the relationship between the PL and the p-PL, and estimated the depth sensitivity to cerebral hemodynamics.

## 2 Methods

### 2.1 Subjects

The subjects were 12 healthy adults (9 male, 3 female: age range, 21 to 48 yr; mean age, 24 yr). A written informed consent was obtained before the examination. One female subject was excluded from analysis of data because a subarachnoid cyst was found by chance in the MRI scan.

### 2.2 Time-Resolved Spectroscopy Instrument

A single-channel time-resolved spectroscopy instrument (TRS-10, Hamamatsu Photonics, Japan) was used in this study. The details of the TRS-10 have been described previously. Briefly, the TRS-10 system consists of three pulsed laser diodes with different wavelengths (759, 797, and 833 nm) having a duration of around 100 ps at the repetition rate of 5 MHz, a high-speed photomultiplier tube (H6279-MOD) for single photon detection, and a circuit for time-resolved measurement based on the time-correlated single-photon-counting (TCSPC) method. The temporal profile of the emerging photons from the sample can be accumulated up to the count rate of 500 kcps at each wavelength simultaneously. But, to avoid the pile-up distortion, the temporal profiles are measured less than 150 kcps. Minimal data acquisition time is 100 ms. The instrumental response of the TRS-10 can be measured by placing the input fiber opposite to the detecting fiber through a neutral density filter. The instrumental response of the TRS-10 is about 150 ps FWHM at each wavelength.

The PL was calculated by the simple subtraction method from the TPSF. The mean $\mu_a$ and mean $\mu_s'$ were estimated by fitting a theoretical TPSF (based on the solution of the photon diffusion equation derived by employing the extrapolated boundary condition) to the observed TPSF (time range of 0 to 5400 ps). In the fitting procedure, a weighted least-squares fitting method based on Levenberg-Marquardt method, which is an iterative improvement method, was used since the TRS data measured by the TCSPC method have an error obeying a Poisson distribution. In each calculation, a function derived from the photon diffusion equation, which was convoluted with the instrumental response, was fitted into the observed TPSF. The refractive index in the human head was assumed to be 1.37. When the chi square nu ($\chi^2_p$) value was 0.7 to 1.3, we considered that the theoretical TPSF was well fitted to the observed one. Here, we show an example of the curve-fitting data, which was arbitrarily chosen from data in our series of TRS studies. Figure 1 shows observed TPSF at 759 nm in the measurement on the forehead and theoretical TPSF and weighted residuals. In this case, the $\chi^2_p$ value is 1.16.

### 2.3 MRI and TRS Measurements

MRI scans (MAGNETOM System, Symphony 1.5 T, Siemens, slice thickness of 1.0 mm) were acquired with six pairs of spherical lipid markers placed on the head. The anatomical images of the head structure were obtained with an IR (inverse recovery) sequence (TR, 2200 ms; TE, 3.93 ms; resolution, 224 × 256 pixel). Figure 2 shows positions of the

---

**Figure 2**: Positions of spherical lipid markers (solid circle) placed on the head. The distance between two markers denotes the spacing from center to center.
markers. The distance between a pair of markers was 30 mm. The line between the nasion and inion was identified, and each pair of markers was placed so that they could be detected in the same axial slice. Thickness of the scalp, skull, temporal muscle, and CSF beneath the markers were measured and an averaged value between two positions was considered to be the thickness of each layer. Since the epicranial muscle is very thin, it is difficult to distinguish it from the scalp in MRI. Thus, we took both the scalp and epicranial muscle as the scalp.

After the MRI scan, time-resolved measurement was performed. Each subject sat in a chair in a quiet dark room with the eyelids open. The head was shielded from ambient light by a black cloth. The incident fiber (single fiber) with a core diameter of 200 μm and the detecting fiber [bundle fibers, numerical aperture (NA)=0.21] with a diameter of 3 mm were placed on the same head positions as those where each pair of markers was placed (source detector spacing of 30 mm). Acquisition and repetition time was set at 1 and 5 s, respectively.

2.4 Monte Carlo Simulations

2.4.1 General approach

To predict light propagation, determine the optical properties, and estimate the p-PLs, we performed Monte Carlo simulations on the adult head model. We used the Monte Carlo code developed by Wang and Jacques, which was modified to correspond to our measurement system so that photons reaching the detector were counted every 10 ps and scattering events in a given layer were counted. The head model is a slab consisting of four layers that imitate the scalp, skull, CSF layer, and brain (Fig. 3). The thickness of the scalp, skull, and CSF layer were determined based on an individual MRI scan. Incident photons were perpendicularly applied to the surface as a parallel beam and emerging photons were detected in concentric rings differing 3 mm in diameter. The middle ring radius of these rings was 28.5 mm. The calculation was repeated until the detected photon numbers reached 1,000,000 on the assumption that g (the mean cosine of the scattering angle) is 0 (isotropic scattering). A refractive index of 1.37 was used for all four layers. Reflectance and number of scattering events in layers ranging from z to z+1 mm in depth were counted every 10 ps.

2.4.2 Estimation of optical properties for the scalp, skull, CSF, and brain (inverse problem)

Two male subjects (subjects 1 and 2, shown shortly in Table 2) were selected at random and one female subject (subject 3, shown shortly in Table 2) was selected because her skin and skull were by far thinner than those of the other subjects. The values of μ\(a\) and μ\(s\) for the scalp, skull, CSF, and brain shown in Table 1 were used as the initial values for the calculation in subject 1. These values were chosen based on reports from the literature. Table 2 shows thickness of each layer in the three subjects, the values of which were used in the head models. The analytical solution derived from the photon diffusion equation for a homogeneous medium in the semiinfinite geometry was fitted to the TPSF obtained from Monte Carlo (MC) simulation to estimate the mean μ\(a\) and mean μ\(s\) for the head model, in which it was assumed that this head model was a semiinfinite homogeneous medium. These estimated mean μ\(a\) and mean μ\(s\) (MC-μ\(a\), MC-μ\(s\)) were compared with the mean μ\(a\) and mean μ\(s\) at 759 nm obtained from time-resolved measurement (TRS-μ\(a\), TRS-μ\(s\)) in each subject. When the MC values were not equal to the TRS values, one of the eight parameters (μ\(a\), μ\(s\) for four layers) was changed one at a time by every 0.002 or 0.003 for μ\(a\), and by every 0.1 or 0.2 for μ\(s\). Applying a new value of the optical properties to the head model, we repeated the same procedure until the MC values became equal to the TRS values. In the case of subject 1, for example, we first altered the μ\(a\) of the scalp from 0.01 to 0.012, 0.015, 0.018, and 0.02. Then, the μ\(a\) of the skull was changed, in which a new μ\(a\)

![Fig. 3 Adult head model used in Monte Carlo simulation. The thickness of the scalp (d\(_{scalp}\)), skull (d\(_{skull}\)), and the CSF layer (d\(_{CSF}\)) were determined based on an individual MRI scan. The thickness of the brain (d\(_{brain}\)) was taken as the infinite.](image-url)

<table>
<thead>
<tr>
<th>Layer</th>
<th>μ(a) (mm(^{-1}))</th>
<th>μ(s) (mm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scalp</td>
<td>0.01</td>
<td>1.5</td>
</tr>
<tr>
<td>Skull</td>
<td>0.008</td>
<td>0.7</td>
</tr>
<tr>
<td>CSF</td>
<td>0.0033</td>
<td>0.1</td>
</tr>
<tr>
<td>Brain</td>
<td>0.02</td>
<td>1.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Age (y)</th>
<th>Sex</th>
<th>Scalp (mm)</th>
<th>Skull (mm)</th>
<th>CSF (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>male</td>
<td>7.8</td>
<td>6.7</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>male</td>
<td>5.4</td>
<td>6.3</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>female</td>
<td>3.6</td>
<td>4.3</td>
<td>1.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subject 1</th>
<th>Subject 2</th>
<th>Subject 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(the upper occipital region)</td>
<td>(the right frontal region)</td>
<td>(the left frontal region)</td>
</tr>
</tbody>
</table>

Table 1 Initial values of Monte Carlo simulation parameters.

Table 2 Thickness of the scalp, skull, and CSF in three subjects.
value of the scalp was applied (0.012, 0.015, or 0.018). After 23 combinations were tested, the optical properties were determined in subject 1.

We measured one position by TRS five times and calculated the mean values and standard deviation (SD) of TRS-\(\mu_a\) and TRS-\(\mu_s'\). When the MC values were within the mean ±SD of the TRS values, the MC values were considered to be equal to the TRS values. Reproducibility and statistical variations of measuring optical properties by the TRS-10 were examined by measuring the solid phantom of polyoxymethylene at the same position 100 times: TRS-\(\mu_a=0.0007±0.00002\) mm\(^{-1}\), TRS-\(\mu_s'=0.946±0.002\) mm\(^{-1}\) (mean ±SD). The determined values for subject 1 were used as the initial values for subjects 2 and 3. To confirm the uniqueness of solutions, we tested more than 10 other combinations within the maximum and minimum variations for \(\mu_a\) and \(\mu_s'\) employed in the process of solving inverse problems and found no solutions.

### 2.5 Estimation of p-PLs

Applying the optical properties determined in the preceding session to each subject’s head model, we first calculated the light attenuation (\(A\)). Then, an attenuation change (\(\Delta A\)) caused by increasing the \(\mu_a\) for the brain (\(\mu_a\)\text{ brain}) by 0.002 mm\(^{-1}\) was estimated. If the absorption by the brain is changed, the change in the intensity of the detected light can be described\(^{25}\) by \(\Delta A = p\text{-PL} \cdot \Delta \mu_a\)\text{ brain}. Thus, the p-PL is estimated by \(\Delta A/\Delta \mu_a\)\text{ brain}. To examine the relationship between the PL and the p-PL, the scalp and skull thickness of each head model were changed, while the CSF thickness was fixed at 1 mm, scalp thickness was 3 or 5 mm, and skull thickness was 3, 5, 7, or 9 mm. For each combination of scalp and skull thicknesses, we estimated the PLs from the corresponding TPSF and the p-PLs by the same procedure just described.

### 3 Results

#### 3.1 Relationship Between the PL and Thickness of the Scalp, Skull, Muscle, and the CSF

Figure 4(a) shows the relationship between the PL and thickness of the whole extracerebral tissue (the scalp, skull, muscle, CSF). No correlation was observed (\(r^2=0.05\)). There were no correlations between the PL and thickness of the skull (\(r^2=0.08\)) or the muscle (\(r^2=0.005\)), either [Figs. 4(b) and 4(c)]. These results indicate that the PL cannot be determined from thickness of the skull, muscle, or extracerebral tissue only. In contrast, the PL was closely related to scalp thickness (\(r^2=0.52, p<0.01\)) [Fig. 4(d)]. This suggests that the contribution of light that travels within the scalp to the whole detected light is rather large.

#### 3.2 Optical Properties in the Head

Table 3 shows the optical properties of the scalp, skull, CSF, and brain at 759 nm determined by solving inverse problems in the three subjects. The \(\mu_a\) values for all the layers were the same in the three subjects except for the brain in subject 2, which was 0.03 mm\(^{-1}\); it was 0.02 mm\(^{-1}\) in the other two subjects. The \(\mu_s'\) for the scalp varied with each subject (1.1,
1.3, 2.0 mm⁻¹), though the \( \mu'_s \) values for the other layers were the same except for the skull in subject 2, which was 0.8 mm⁻¹, while it was 1.0 mm⁻¹ in subjects 2 and 3.

Table 4 shows mean \( \mu_a \) and mean \( \mu'_s \) for the three subjects' heads that were estimated by MC simulations by the use of the optical properties shown in Table 3. All the MC-\( \mu_a \) and MC-\( \mu'_s \) values were within the mean values of TRS-\( \mu_a \) and TRS-\( \mu'_s \)±SD. Figure 5 shows the TPSF obtained from the MC simulation, which corresponded to the deconvoluted TPSF obtained from the TRS measurement on subject 3.

Twenty-three iterative processes were performed to determine the optical properties in subject 1, while five and eight processes were performed for subjects 2 and 3, respectively. One iterative process took 24 to 32 h. Maximum and minimum variations for \( \mu_a \) [\( \mu_{a,max}, \mu_{a,min} \)] employed in these processes were (0.02, 0.01) mm⁻¹ for the scalp, (0.015, 0.008) for the skull, and (0.03, 0.016) mm⁻¹ for the brain. Maximum and minimum variations for \( \mu'_s \) [\( \mu'_{s,max}, \mu'_{s,min} \)] were (2.5, 1.0) mm⁻¹ for the scalp and (1.5, 0.7) mm⁻¹ for the skull. There was no necessity to change the \( \mu'_s \) for the brain and the \( \mu_a \) and \( \mu'_s \) for the CSF from the initial values.

### Table 3 Optical properties of each layer of the head at 759 nm in subjects 1, 2, and 3.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Subject 1</th>
<th>Subject 2</th>
<th>Subject 3</th>
<th>Subject 1</th>
<th>Subject 2</th>
<th>Subject 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \mu_a ) (mm⁻¹)</td>
<td>( \mu'_s ) (mm⁻¹)</td>
<td>( \mu_a ) (mm⁻¹)</td>
<td>( \mu'_s ) (mm⁻¹)</td>
<td>( \mu_a ) (mm⁻¹)</td>
<td>( \mu'_s ) (mm⁻¹)</td>
</tr>
<tr>
<td>Scalp</td>
<td>0.015</td>
<td>0.015</td>
<td>0.015</td>
<td>1.3</td>
<td>1.1</td>
<td>2.0</td>
</tr>
<tr>
<td>Skull</td>
<td>0.012</td>
<td>0.012</td>
<td>0.012</td>
<td>1.0</td>
<td>0.8</td>
<td>1.0</td>
</tr>
<tr>
<td>CSF</td>
<td>0.0033</td>
<td>0.0033</td>
<td>0.0033</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Brain</td>
<td>0.02</td>
<td>0.03</td>
<td>0.02</td>
<td>1.7</td>
<td>1.7</td>
<td>1.7</td>
</tr>
</tbody>
</table>

### Table 4 Optical properties of the head obtained from MC simulations and time-resolved measurement (TRS) at 759 nm.

<table>
<thead>
<tr>
<th>Subject 1</th>
<th>MC</th>
<th>TRS</th>
<th>Subject 2</th>
<th>MC</th>
<th>TRS</th>
<th>Subject 3</th>
<th>MC</th>
<th>TRS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean ( \mu_a ) (mm⁻¹)</td>
<td>Mean ( \mu'_s ) (mm⁻¹)</td>
<td>Mean ( \mu_a ) (mm⁻¹)</td>
<td>Mean ( \mu'_s ) (mm⁻¹)</td>
<td>Mean ( \mu_a ) (mm⁻¹)</td>
<td>Mean ( \mu'_s ) (mm⁻¹)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(the upper occipital region)</td>
<td>0.0144</td>
<td>1.359</td>
<td>±0.0004</td>
<td>1.360</td>
<td>±0.016</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(the right frontal region)</td>
<td>0.0180</td>
<td>1.173</td>
<td>±0.0002</td>
<td>1.144</td>
<td>±0.041</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(the left frontal region)</td>
<td>0.0161</td>
<td>1.305</td>
<td>±0.0001</td>
<td>1.297</td>
<td>±0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TRS data, mean ± SD.

### Fig. 6 Relationship between the PL and the p-PL (closed circle) and the ratio of the p-PL to the PL (closed triangle) in the three head models. The optical properties used in (a), (b), and (c) were the same as those of subjects 1, 2, and 3, respectively. Solid circles and solid squares denote p-PL and p-PL/PL, respectively.

#### 3.3 Relationship Between the PL and p-PL

Using the optical properties shown in Table 3, the p-PLs were calculated in the three subjects (Table 5). The ratio of the p-PL to the PL was rather small (0.031 to 0.128). Figure 6 shows the relationship between the PL and p-PL for a fixed source detector spacing and the ratio of the p-PL to the PL in the three head models with optical properties shown in Table 3. The p-PL was negatively correlated with the t-PL in all three models, though the slope varied with each model.
3.4 Depth Sensitivity

Since the thickness of the scalp and skull ranged from about 10 to 15 mm in our subjects, we examined the depth sensitivity in the head models in which the scalp, skull, and CSF thickness were 5, 5, and 1 mm, respectively. The depth sensitivity was defined as the number of detected photons traveling through layers from $z$ to $z+1$ mm in depth and evaluated by the number of scattering events in each thin layer. Figure 7(a) shows the number of scattering events in layers ranging from $z$ to $z+1$ mm in depth calculated every 10 ps in the head model with the same optical properties as those of subject 1 (Table 3). This figure, which shows results every 2 mm of depth, indicates that photons that penetrated into a depth deeper than about 25 mm are hardly detected. Since the number of scattering events in Fig. 7(a) was the summation of scattering events of individual photons within each layer, which was dependent on $\mu'_s$ of the corresponding layer, it reflects not only the depth sensitivity but also the $\mu'_s$ in each layer. This tendency is obvious in Fig. 7(b): the scattering events suddenly decreased in the CSF and again increased in the surface layer of the brain, which were attributed to lower and higher $\mu'_s$ of the CSF and brain, respectively. Since each layer is, however, assumed to be homogeneous in our head models, Fig. 7(b) indicates that the surface layer is most traversed by photons in the brain within a depth of 25 mm from the surface of the scalp. Similar results were obtained from the other models with optical properties of subjects 2 and 3, though the thickness of the scalp in subject 3 was 3 mm.

Table 5 The mean total path length (PL), partial path length in the brain (p-PL), and the ratio of the p-PL to the PL in subjects 1, 2, and 3.

<table>
<thead>
<tr>
<th></th>
<th>PL (mm)</th>
<th>p-PL (mm)</th>
<th>p-PL/PL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject 1</td>
<td>219.2</td>
<td>6.85</td>
<td>0.031</td>
</tr>
<tr>
<td>(the upper occipital region)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subject 2</td>
<td>184.3</td>
<td>9.15</td>
<td>0.049</td>
</tr>
<tr>
<td>(the right frontal region)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subject 3</td>
<td>206.6</td>
<td>26.4</td>
<td>0.128</td>
</tr>
<tr>
<td>(the left frontal region)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4 Discussion

While NIRS is increasingly gaining attention in studies on brain function, the sensitivity of NIRS signals to hemodynamic changes in the brain remains controversial. When the occipital and parietal regions, where the scalp and skull are...
generally thick, are measured, there is a question whether the detected light actually reached the brain. In addition, the present study has demonstrated that the PL is strongly related to the scalp thickness. This indicates that the contribution of the scalp to the optical path between the source and detector is large, while the contribution of the brain is small. Thus, the estimation of the p-PL is crucial not only for quantification but also for evaluating the sensitivity of NIRS signals to the brain.

Accurate estimation of the p-PL through the use of MC simulation requires realistic head models generated from MRI scans, such as those proposed by Fukui et al.\textsuperscript{16} with true optical properties of each layer of the head. Since it was difficult, however, to perform MC simulations on such a realistic model, we employed four-layered slab head models, in which the thickness of each layer was estimated based on the individual MRI scan. The optical properties of the skin, bone, and the brain have been measured by various methods, which were performed on isolated tissues,\textsuperscript{26} intraoperatively on humans,\textsuperscript{24} or animals.\textsuperscript{27} These studies have provided a wide range of values, which can be accounted for by the fact that experimental conditions were different from study to study. Recently, Choi et al. reported on a noninvasive determination of the optical properties of adult human brain by use of a multi-distance frequency domain method.\textsuperscript{28} They considered the human head to be a two-layered turbid medium, in which the impact of CSF was expected to be insignificant. By use of MC simulations, however, we confirmed that the influence of the CSF on light propagation cannot be ignored (data not shown), as Okada et al. reported.\textsuperscript{29} In addition, our findings that the PL is dependent on the scalp thickness and the optical properties of the scalp are different from that of the skull indicate that a four-layered model is more appropriate for determination of the optical properties of the human head.

Unlike a general approach to the inverse problem, we did not use an iterative algorithm based on the finite element method but carried it out by trial and error. Thus, it took a long time for the MC-$\mu_a$ and MC-$\mu_s'$ to become equal to the TRS values, especially when we performed MC simulations using the initial values in Table 1. As shown in Fig. 5 and Table 4, however, it was possible to obtain solutions by our approach. The values of the optical properties determined in this study are acceptable compared with published data. Among the three subjects, the $\mu_s'$ of the scalp varied with each subject. This can be explained by the fact that the scalp, which consists of multiple histological elements such as the collagen, elastic fibers, and fatty tissues, is more inhomogeneous than the other layers, and contents of these elements are supposed to vary with age and gender. Although our trial-and-error fitting process works properly and determination of $\mu_a$ and $\mu_s'$ is feasible, we cannot rule out the possibility that a TPFS similar to Fig. 5 is obtained by other different combinations of eight parameters. Barnett et al.\textsuperscript{30} recently has reported that the determination of $\mu_a$ and $\mu_s'$ of a 3-D head model with tissue geometry based on segmented magnetic resonance data from theoretically obtained eight TPSFs. Handling the inverse problem by use of Bayesian inference and introducing a realistic noise model, they predicted coefficient error bars rather than presenting a single best solution. In this study, without inferring CSF properties in their segmented model, six parameters were obtained from eight TPSFs measured with various source-detector spacing. This implies the possibility that the inverse problem in our study does not have a unique solution. Considering the maximum and minimum variations for $\mu_a$ and $\mu_s'$ employed in our process of solving inverse problems, however, it is unlikely that other combina-
tions, if any, are quite different from the combination determined in the present study.

The p-PLs estimated in the three subjects and the three head models were small: in the head models, 5 to 22% at a differential path length factor (DPF, the ratio of the optical fiber separation to the PL) of 6. This is in accordance with other theoretical analyses, in which different optical properties and head models were used from those in this study. For a fixed source detector spacing, the p-PL was negatively correlated with the PL, which is also consistent with the recent theoretical study. Furthermore, the slope of p-PL to PL curve (Fig. 6) varied with optical properties of the head. Thus, comparison of NIRS measurements by cw-type instruments across measurement points is of no significance without estimation of the p-PL.

Figure 7 indicates that light penetrating into the human adult brain deeper than 25 mm from the surface of the scalp is rarely detected, whereas the number of photons that travel through the brain surface layer are the largest among the detected photons penetrating into the brain tissue. Taken together, the results (Table 5 and Figs. 6 and 7) mean that while the contribution of the p-PL to the PL is small, the detected light penetrating into the brain mainly spreads near the brain surface, where the pial arteries lie. This is in agreement with the theoretical analyses by Firbank et al., despite the precise depth sensitivity is expected to vary with the optical properties and the thickness of each layer of the head. It is thus concluded that NIR signals are sensitive to changes occurring in activation-related dilation of the pial arteries, which is supposed to cause a large change in \( \mu_a \). This explains why NIRS can detect focal brain activation, even though the main light path is within the extracerebral tissue. However, it is open to question whether it holds in a case where blood flow changes occur in both the extracerebral and cerebral tissues. Thus, selective detection of the changes attributed to the brain is required, which also overcomes the problems of quantification.

Diffuse optical tomography (DOT), which reconstructs images of Hb concentration changes using multiple light sources and detectors, is a potential technique for quantitative detection of focal changes in cerebral hemodynamics. DOT is not based on the modified Beer-Lambert law and can be performed with TRS, frequency domain instruments, and a cw system. However, this technique, which requires multichannel instruments, is still in the developmental stage. TRS is also a potential tool for this purpose. It provides the TPSF, which carries information about depth-dependent attenuation even for a measurement with a single source-detector distance because light that penetrates into deeper positions in the head is detected later. While several approaches with TRS have been proposed, further investigation must be continued to apply these methods to human head measurement.

5 Conclusions

Using not only theoretical but also experimental methods, we confirmed previous findings obtained from theoretical methods. The NIRS signal is sensitive to hemodynamic changes associated with the brain activation under the conditions in which hemodynamic changes occurring in the extracerebral tissue is ignorable. The p-PL is negatively related to the PL for a fixed source-detector spacing and its relationship varies with the head geometry. This means that for quantification of NIRS measurements during brain activation, substitution of the PL to the modified Beer-Lambert law leads not only the partial volume error but also invalid results. Comparing amplitudes of NIRS signals across measurement positions is not valid with conventional NIRS instruments based on the modified Beer-Lambert law, unless the p-PL is determined. Thus, to increase the utility of NIRS, future studies should focus on the issues of quantification and separation of signals arising from the cerebral tissue from those in the extracerebral tissue.
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