Evaluation of potential image acquisition pitfalls during optical coherence tomography and their influence on retinal image segmentation
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Abstract. The development of improved segmentation algorithms for more consistently accurate detection of retinal boundaries is a potentially useful solution to the limitations of existing optical coherence tomography (OCT) software. We modeled artifacts related to operator errors that may normally occur during OCT imaging and evaluated their influence on segmentation results using a novel segmentation algorithm. These artifacts included: defocusing, depolarization, decen- teration, and a combination of defocusing and depolarization. Mean relative reflectance and average thickness of the automatically extracted intraretinal layers was then measured. Our results show that defocusing and depolarization errors together have the greatest altering effect on all measurements and on segmentation accuracy. A marked decrease in mean relative reflectance and average thickness was observed due to depolarization artifact in all intraretinal layers, while defocus resulted in a less-marked decrease. Decentration resulted in a marked but not significant change in average thickness. Our study demonstrates that care must be taken for good-quality imaging when measurements of intraretinal layers using the novel algo- rithm are planned in future studies. An awareness of these pitfalls and their possible solutions is crucial for obtaining a better quantitative analysis of clinically relevant features of retinal pathology.
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1 Introduction
Optical coherence tomography (OCT) is a rapidly emerging medical imaging technology that has applications in many clinical specialties. OCT uses retroreflected light to provide micron-resolution, cross-sectional scans of biological tissues.1-3 In ophthalmology, OCT is a powerful medical imaging technology because it enables visualization of the cross- sectional structure of the retina and anterior eye with higher resolutions than any other noninvasive imaging modality. Furthermore, OCT image information can be quantitatively analyzed, enabling objective assessment of features such as alter- ations of the vitreo-retinal interface,4 macular edema,5,6 retinal nerve fiber layer thickness,7,8 chorioid-nerve head boundary,9 and the extent of the optic cup.10

One of the great advantages of OCT technology is the ability to differentiate various cellular layers of the retina by their optical density.12 In the clinical routine, measurement of retinal thickness by the OCT software depends on the identifi- cation of the internal limiting membrane and the hyper-
tative retinal thickness data generated by OCT could be prone to error as a result of image artifacts, operator errors, decen-
tration errors resulting from poor fixation, and failure of ac-
curate retinal boundary detection by the StratusOCT software algorithms. Therefore, the correct image acquisition along with the accurate and reproducible quantification of retinal features by OCT is crucial for evaluating disease progression and response to therapy. Usually, image analysis quality de-

tends largely upon the quality of the acquired signal itself. Thus, controlling and assessing the OCT image quality is of high importance to obtain the best quantitative and qualitative assessment of retinal morphology. At present, the StratusOCT software provides a quality score, identified as the signal strength (SS), but the clinical advantage of this parameter is not really known. The quality score is based on the total amount of the retinal signal received by the OCT system. We note that the SS score should not be used as an image quality score, since it is basically a signal strength score. Stein et al. found that SS outperformed signal-to-noise ratio (SNR) in terms of poor image discrimination. SNR is a standard parameter used to objectively evaluate the quality of acquired images. Stein et al. suggested that SS possibly provides insight into how operators subjectively assess OCT images and stated that SS is a combination of image quality (SNR) and uniformity of signal strength within a scan. However, additional detail about SS interpretation is not available from the manufacturer because of its proprietary nature. From our experience, if the best attainable image has an SS of less than 6, the potential for images to be missing valuable tissue information increases.

On the other hand, certain types of retinal pathology have a propensity to generate poorer-quality images, and it is difficult to determine whether these pathological images are of poor quality, or if these are the best possible quality images that can be acquired in an eye with advanced retinal damage. During the course of scanning patients in our clinic, we have observed several different types of scan artifacts. Some of these artifacts have been observed previously, and have been also analyzed in a systematic manner. In general, six types of scan artifacts have been identified and classified in two categories:

1. artifacts caused by limitations in the built-in algorithm identifying the retinal boundaries
   a. misidentification of the inner retina
   b. misidentification of the outer retina
   c. artifacts caused by a degraded scan image

2. artifacts caused by poor scan acquisition related to operator error
   a. “off center” artifacts that occurred when the foveal center is misidentified
   b. “cut edge” artifacts that occurred when the edge of the scan is truncated improperly
   c. “out of register” artifacts, defined as a scan that is shifted superiorly such that the inner retina is truncated.

Recently, it has been demonstrated that the measurement of retinal thickness along with the internal reflectivity of the various cellular layers of the retina can be extracted from the retinal images obtained with the commercial StratusOCT system after applying a novel segmentation algorithm. Cabrera et al. have shown that seven retinal layers can be automatically segmented for facilitating the extraction of local reflec-
tance properties and structural information of the retina. Actually, relative internal reflectivity along with thickness information of the various cellular layers of the retina may provide more detailed information about the pathological changes in retinal morphology. The quantification of such pathological changes mediated by abnormal reflectivity patterns could permit both better detection and follow-up of layer injury as well as better understanding of the diseased retina. The main purpose of this study is to investigate how local reflectance and retinal thickness measurements extracted with a novel segmentation algorithm are affected by potential artifacts related to OCT operator errors and to suggest strategies for the recognition and avoidance of these pitfalls.

2 Methods

2.1 Subjects

Eight normal subjects (three men and five women, age 29 ± 5 years) with normal ocular examination and no history of any current ocular or systematic disease were recruited for this study. Informed consent was obtained from each subject after ethics approval was obtained from the Regional Ethics Committee of Semmelweis University. A pathological case with diabetic macular edema (67-year-old patient, OD) was also used to qualitatively illustrate the effect of operator pitfall errors on pathological retinal alterations. All subjects were treated in accordance with the tenets of the Declaration of Helsinki.

2.2 StratusOCT System

For imaging purposes, the commercially available StratusOCT unit (software version 4.0; Carl Zeiss Meditec, Inc., Dublin, California) was used. OCT employs the principle of low-coherence interferometry and is analogous to ultrasound B-mode imaging, but it utilizes light instead of sound to acquire high-resolution images of ocular structures. More details of its principles of operation and imaging techniques have been previously described elsewhere. In OCT images, the OCT signal strength is represented in false color using the normal visible spectrum scale. High backscatter is represented by red-orange color, and low backscatter appears blue-black. Thus, tissues that have different reflectivity are displayed in different colors on the false color image. It is important to note that OCT image contrast arises from intrinsic differences in tissue optical properties. Thus, the coloring of different structures represents different optical properties in the false-color image and is not necessarily different tissue pathology.

2.3 Scanning Procedures and Operator Pitfall Generation

A single operator collected all scans per subject in one session. An internal fixation light was used. Since thickness topographic maps depend on accurate determination of retinal thickness in each underlying B-scan, errors in boundary de-
tection in one or more of the six line scans obtained with the radial lines protocol will lead to errors in the calculated macular thickness and volume. Thus, instead of acquiring 6 radial B-scans per subject in each experimental condition, only a single B-scan per modeled artifact and optimal scan acquisi-
tion was acquired to simplify the quantitative data analysis. Consequently, a total of 8 and 32 horizontal B-scans (7-mm long, horizontal line scan protocol) were obtained under optimal scan acquisition and specific error’s operator-related artifacts, respectively. Thus, a total of 40 OCT images (B-scans) were obtained and used in the quantitative analysis. The error’s operator-related artifacts included: defocusing, depolarization, decentration, and a combination of defocusing and depolarization.

First, an optimal scan was acquired with fine adjustment of the focus and automatic optimization of polarization by the StratusOCT software. Quality assessment of each initial scan (i.e., of each optimal scan without specific error’s operator-related artifacts) was evaluated by two experienced examiners (GMS and DCF). A good-quality scan had to have an even distribution of the signal across the full width of the B-scan, adequate signal strength (≥6), correct alignments, and no sign of failure of the algorithm for the detection of the inner and outer boundaries of the retina. The manufacturer-provided image assessment parameter (SS) was collected from the OCT data. We note that the SS could be lower than 6 for scans obtained under specific error’s operator-related artifacts, as we could not get a better signal because of the artifact itself. Decentration was modeled by manual movement of the fixation point upward on the StratusOCT interface, resulting in a downward gaze. Thus, the macula would get approximately two optic disk diameters from its original position, as seen on the CCD camera image of the device. The scan line was then manually adjusted to run through the center of the macula. After, macular fixation was repeated and the scan line readjusted to intersect the foveal center. Defocusing was achieved by turning the focus knob −4.0 diopters. As a next step, image focusing was readjusted and depolarization was achieved by enhancing polarization by clicking 10 times on the increasing button on the StratusOCT interface. For the effect of both artifacts, the focus was then simultaneously turned −4.0 diopters to achieve defocusing and depolarization.

2.4 Image Analysis

The OCT raw data was exported to a compatible PC and analyzed using an automated computer algorithm of our own design capable of segmenting the various cellular layers of the retina. Since OCT images suffer from a special kind of noise called “speckle,” which poses a major limitation on OCT imaging quality, the OCT raw data was preprocessed. Specifically, we used a model-based enhancement-segmentation approach by combining complex diffusion and coherence-enhanced diffusion filtering in three consecutive steps. In particular, the enhancement-segmentation approach starts with a complex diffusion process, which is shown to be advantageous for speckle denoising and edge preservation. A coherence-enhanced diffusion filter is then applied to improve the discontinuities in the retinal structure (e.g., gaps created by intraretinal blood vessels) and to obtain the structural coherence information in the raw data. The enhancement segmentation approach ends with the application of a boundary detection algorithm based on local coherence information of the structure. The new algorithm searches for peaks on each sampling line instead of applying conventional thresholding techniques. The structure coherence matrix is used in this peak finding process instead of the original data. In our peak finding procedure, the peak is identified at the point where the first derivative changes sign from either positive to negative or negative to positive. A total of 7 layers [retinal nerve fiber layer (RNFL); ganglion cell layer (GCL), along with the inner plexiform layer (IPL), inner nuclear layer (INL), outer plexiform layer (OPL), and outer nuclear layer (ONL); photoreceptor inner/outer segment junction (IS/OS); and the section including the retinal pigment epithelium (RPE), along with the choriocapillaries (ChCap) and choroid layer] were automatically extracted using this new approach.

Once the various cellular layers of the retina were automatically segmented, the relative reflectance and thickness of these layers at the individual points (i.e., at each of the 512 A-scans) were averaged to yield a mean “raw” measurement of thickness and reflectance per layer. We note that the absolute reflectivity can vary according to a wide variety of factors, such as media opacity or scan technique. Thus, each value was a percentage of the local maximum, allowing comparison of different scans in the same patient or subject or even among different patients, different operators, or different OCT machines. Thickness and relative reflectance data were recorded along with mean relative reflectivity deviation from normal (the latter two expressed in %).

2.5 Image Segmentation Accuracy

Since we are using a new technique of performing image segmentation, a metric geared toward only segmentation needs to be utilized. Thus, an accuracy measure was introduced to evaluate the performance of the new segmentation algorithm. Let us assume that an image obtained from a healthy subject under the optimal scan test is presented to the new segmentation algorithm. The segmentation algorithm then produces a segmented image with detected boundaries depending on which layers were segmented. At this point, we have the correctly segmented image (the “true” segmentation), assuming that no segmentation errors were
observed for any layer segmented under the optimal scan procedure. Let us assume now that a second image obtained for the same healthy subject under a specific error’s operator-related artifact is presented to the new segmentation algorithm. The segmentation algorithm then produces a segmented image with detected boundaries $1, 2, \ldots, M$, depending on which layers were segmented. Then, assuming that we obtain a segmented image with potential errors in the segmentation, we can measure the performance of the segmentation algo-

Fig. 2 StratusOCT images obtained for the normal image acquisition procedure and each error’s operator-related artifact procedure for a normal eye (OD). (a) Image obtained with the optimal image acquisition procedure; (b) image obtained with the defocusing procedure; (c) image obtained with the depolarization procedure; (d) image obtained with the combination of defocusing and depolarization procedures; and (e) image obtained with the decentration method. The inner and outer retinal boundaries determined by the StratusOCT built-in algorithm are marked in white. The OCT signal strength is represented in false color using the normal visible spectrum scale. High backscatter is represented by red-orange color and low backscatter appears blue-black. Note the uneven distribution of signal strength across the full width of the images obtained under each error’s operator-related artifacts.
algorithm per layer \((L)\) by using the following segmentation accuracy measure \((SAM)\):

\[
SAM_L = \frac{N_{p_{\text{segmented}}}}{N_{p_{\text{true}}}},
\]

where \(N_{p_{\text{true}}}\) is the total number of boundary pixels detected in the correctly segmented image (i.e., the “true” segmentation). \(N_{p_{\text{segmented}}}\) is the number of boundary pixels detected in the segmented image with potential segmentation errors that account for the maximum coverage of the boundary pixels in the “true” segmented image. Note that the maximum coverage measure is actually the fraction of the boundary pixels in the “true” segmented image occupied by the boundary pixels detected in the segmented image with potential segmentation errors. We can measure the overall segmentation accuracy given by the minimum accuracy (i.e., the worst performance) with which individual layers have been identified, i.e., by:

\[
SAM_{\text{overall}} = \min(SAM_L).
\]

The effect of this accuracy measure is illustrated here using an example. Let us assume that two OCT images are obtained from a healthy subject and presented to the segmentation algorithm. One of them is obtained under the optimal scan procedure (i.e., the “true” segmentation image), and the other is obtained under various error conditions. The first OCT image is obtained under the optimal scan procedure, and the second will be altered with the following procedures: defocusing, depolarization, combination of defocusing and depolarization, and decentration. FIG. 3. StratusOCT images obtained for the optimal image acquisition procedure and each error’s operator-related artifact procedure for a pathologic eye with diabetic macular edema (OD). (a) Image obtained with the optimal image acquisition procedure; (b) image obtained with the defocusing procedure; (c) image obtained with the depolarization procedure; (d) image obtained with the combination of defocusing and depolarization procedures; and (e) image obtained with the decentration method. The inner and outer retinal boundaries determined by the StratusOCT built-in algorithm are marked in white. Note that the retinal lesions located under the fovea appear reduced in size for the decentration process [see Fig. 3(e)]. Also note that the built-in algorithm failed to detect the inner layer of the retina [first layer outlined in white from the vitreous (ILM)] for the depolarization case [see the white arrow in Fig. 3(c)].
other is acquired under a specific error’s operator-related artifact (i.e., the image with potential segmentation errors). We note that the total number of pixels along each segmented boundary is 512 because there are 512 A-scans in a B-scan (i.e., along the transverse direction). Thus, \( N_{P_{true}} = 512 \) for each boundary identified on the “true” segmented image. Let us also assume that three retinal boundaries \( (L_1, L_2, \text{ and } L_3) \) are segmented on each image. For the retinal boundaries identified on the “true” segmented image \( (L_1, L_2, \text{ and } L_3) \), consisting of 512 boundary pixels (i.e., \( N_{P_{true}} = 512 \)), the maximum coverage for \( L_1 \) is provided in the image with potential segmentation errors by a total of 425 boundary pixels (i.e., \( N_{P_{segmented}} = 425 \)), giving \( SAM_{L_1} = 0.83 \) [see Eq. (1)]. The next boundary to be considered is \( L_2 \), for which a maximum coverage of 403 boundary pixels is provided in the image with potential segmentation errors, giving \( SAM_{L_2} = 0.78 \). The third boundary is identified by 320 boundary pixels, giving
Fig. 5 Segmentation results obtained for the optimal image acquisition procedure and each error’s operator-related artifact procedure for a normal eye (the same eye shown in Fig. 4). (a) Results for image obtained with the normal image acquisition procedure; (b) results on image obtained with the defocusing procedure; (c) results for image obtained with the depolarization procedure; (d) results for image obtained with the combination of defocusing and depolarization procedures; (e) results for image obtained with the decentration method (note the errors in the detection of the layers); and (f) original raw image.
SAML3 = 0.62. The overall accuracy measure, given by the minimum of the three boundaries’ measures, is therefore 0.62 [see Eq. (2)].

The accuracy measures were obtained for all the images acquired under a specific error’s operator-related artifacts (i.e., for 32 B-scans). All of the images were then segmented and subsequently verified by eye to identify the algorithm’s failures. Then, the maximum coverage of boundary pixels on each boundary detected on the “true” segmented image was calculated by point-wise comparison with the boundary pixels detected on each boundary extracted on the images obtained under operator pitfall generation. The most accurate segmented image would be one that segments the image with the highest SAML and assigns every pixel in the boundaries identified to the corresponding pixels identified in the “true” segmented image.

We note that to obtain the average overall segmentation accuracy values [average $S_{\text{overall}}$ see Eq. (2)] for each error’s operator-related artifacts, the accuracy measures per boundary ($S_{\text{boundary}}$) were first calculated for every subject under each specific error’s operator-related artifacts. Then, the minimum accuracy [$S_{\text{overall}}$, see Eq. (2)] with which individual boundaries were identified was obtained for every subject under each specific error’s operator-related artifacts. After that, the average minimum accuracy (average $S_{\text{overall}}$) was obtained for each specific error’s operator-related artifacts. As a result, a total of 7 segmentation accuracy measures ($S_{\text{overall}}^{1}, S_{\text{overall}}^{2}, \ldots, S_{\text{overall}}^{7}$) and one minimum accuracy measure ($S_{\text{overall}}$) were obtained per subject. Thus, a total of 8 $S_{\text{overall}}$ values for each error’s operator-related artifacts was used to calculate the final average $S_{\text{overall}}$ values.

### 2.6 Statistical Analysis

For the statistical analyses of signal strength (SS), thickness, and relative reflectivity data, the Friedman analysis of variance was used.31 In the case of a significant result, Dunnett post hoc analysis was performed in order to reveal the difference from the optimal scan test results. If there was more than one significant difference from the optimal scan test, Newman-Keuls post hoc analysis was also performed.31 Statistica 7.0 software was used (StatSoft, Inc., Tulsa, Oklahoma) in all the statistical analyses performed, and $p<0.05$ was considered statistically significant.

### 3 Results

The SS score obtained under the optimal image acquisition procedure and each error’s operator-related artifacts procedure is shown in Fig. 1. Friedman ANOVA ($p<0.001$) and Dunnett post hoc analysis showed significant difference compared to the optimal acquisition protocol in all groups ($p<0.001$ in all cases). In order to reveal intergroup changes, additionally, Newman-Keuls post hoc analysis was performed. All groups showed a significant difference compared to each other (data not shown) except for the comparison of decentration with defocus and depolarization ($p=0.19$ and $p=0.13$, respectively).

Figures 2 and 3 show the StratusOCT images obtained for the optimal image acquisition procedure and each error’s operator-related artifacts procedure in a normal and pathologic subject, respectively. These images with modeled artifacts related to operator errors are particularly shown here to qualitatively illustrate the effect of image acquisition pitfalls on image quality. The pathologic subject was a patient with diabetic macular edema showing multiple lesions located under the fovea. Note the changes in internal reflectivity between the optimal acquisition and operator pitfall procedures. Specifically, note the uneven distribution of signal strength across the full width of the scans obtained under the error’s operator-related artifacts procedure. Interestingly, the retinal lesion located under the fovea appears reduced in size for the decentration process [see Fig. 3(e)]. As a matter of fact, the cyst appears smaller by decentrating the scan, since the scan line does not cross the same point exactly any more, as with macular fixation. The operator actually took the scan at a different point on the macula [i.e., the scan was a few microns off from the spot targeted in the normal case shown in Fig. 3(a)]. In general, the retinal images generated with the operator pitfalls showed some reduction in the foveal pit’s curvature, along with a slightly wavy or undulating appearance and loss of retinal structure information across the whole scan length. For example, note that the case illustrated in Fig. 2(d) shows some loss of retinal structure information as a result of the errors in image acquisition.

Figure 4 shows the results obtained for one of the subjects after applying the automated computer algorithm of our own design capable of segmenting the various cellular layers of the retina.24 Figure 5 shows the segmentation results obtained under the optimal scan acquisition and each error’s operator-related artifacts procedure. The results revealed are for the
Table 2 Mean and standard deviation results per layer compared to optimal scan acquisition conditions (Friedman ANOVA followed by Dunnett post hoc analysis; NS not significant; \(^p < 0.05\) compared to normal).

<table>
<thead>
<tr>
<th>Scan Acquisition Condition</th>
<th>RNFL</th>
<th>GCL+IPL</th>
<th>INL</th>
<th>OPL</th>
<th>ONL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Relative Reflectivity (%)</td>
<td>Thickness (µm)</td>
<td>Relative Reflectivity (%)</td>
<td>Thickness (µm)</td>
<td>Relative Reflectivity (%)</td>
</tr>
<tr>
<td>Normal</td>
<td>58.39±4.94</td>
<td>22.04±8.22</td>
<td>57.69±8.89</td>
<td>71.61±13.40</td>
<td>54.36±5.92</td>
</tr>
<tr>
<td>Defocus</td>
<td>51.03±7.24</td>
<td>24.11±8.22</td>
<td>47.30±10.82</td>
<td>63.61±17.94</td>
<td>46.36±8.96</td>
</tr>
<tr>
<td>Depolarized</td>
<td>49.63±9.86</td>
<td>25.43±6.02</td>
<td>40.05±14.19</td>
<td>53.87±21.45</td>
<td>48.09±11.03</td>
</tr>
<tr>
<td>Depolarized-defocus</td>
<td>45.49±10.02†</td>
<td>27.36±14.61</td>
<td>34.89±17.18†</td>
<td>51.43±22.68†</td>
<td>42.72±9.73</td>
</tr>
<tr>
<td>Decentration</td>
<td>50.64±10.86</td>
<td>19.59±3.68</td>
<td>43.14±22.21</td>
<td>51.94±28.33</td>
<td>47.03±10.77</td>
</tr>
</tbody>
</table>

Friedman ANOVA  \(p<0.05\) NS  \(p<0.05\)  \(p<0.05\)  NS  NS  NS  NS  NS  \(p<0.05\)

Fig. 6 Mean relative reflectivity values obtained per layer. See Table 2 for SD values and statistical analysis results.

Fig. 7 Mean thickness values obtained per layer. Note the clear thinning and thickening effect was obtained for the GCL+IPL complex and the ONL, respectively. See Table 2 for SD values and statistical analysis results.
same subject shown in Fig. 4. The same methodology was used for all the remaining subjects in order to obtain the relative reflectivity properties and thickness measurements of the intraretinal layers.

Of the 32 B-scans with specific error’s operator-related artifacts, 27 exhibited segmentation errors (84.37%). The lowest and highest segmentation error rate was observed under defocus artifact (9.37%) and depolarized-defocus artifact (25%), respectively. Segmentation error locations were also different for each modeled artifact. We note that segmentation errors were not present in the 8 B-scans obtained under the optimal scan acquisition procedure.

Table 1 shows the average overall segmentation accuracy measures (average SAM<sub>overall</sub>) obtained per intraretinal boundary and for each specific error’s operator-related artifacts. Note that segmented boundaries with fewer artifacts (i.e., with highest average SAM<sub>overall</sub> values) were observed for images obtained under defocus and decentration artifacts (see Table 1). Moreover, inner and outer retina misidentification artifacts were not observed under any error’s operator-related artifacts [see values obtained for ILM, ONLo (OCT frequent used outer limit), and RPE<sub>inner</sub> (redefined outer limit) boundaries in Table 1]. Thus, these particular boundaries were in very good agreement point-wise with the boundaries detected on images obtained under the optimal scan acquisition procedure. However, the IPL<sub>outer</sub>, INL<sub>outer</sub>, and OPL<sub>outer</sub> boundaries showed the worst segmentation performance in all the pitfall cases tested (see Table 1).

Table 2 shows the mean and standard deviation results per layer along with statistical analysis results for both thickness and relative reflectivity. Figure 6 shows the mean relative reflectivity values obtained per layer. Note the marked reduction in internal reflectivity per layer for all the pitfall cases generated in comparison with the mean values obtained under the optimal acquisition procedure. A significant difference from the optimal reflectivity was observed for GCL+IPL complex under the depolarization-defocus artifact, which is in agreement with the lowest average SAM<sub>overall</sub> value obtained for IPL<sub>outer</sub> (see Table 1). We note that the GCL+IPL complex is bounded by the GCL<sub>inner</sub> and IPL<sub>outer</sub> boundaries [see Fig. 4(d)]. A marked although statistically not significant decrease in mean relative reflectivity was observed due to depolarization artifact in all layers, while defocus resulted in a less-marked decrease. In general, decentration and defocus both had a similar altering effect on all reflectivity measurements (see Fig. 6 and Table 2). The average thickness for each layer segmented is shown in Fig. 7 and Table 2. In this case, a greater—although statistically not significant—effect of depolarization was observed on measurements compared to defocus. However, a statistically significant difference in average thickness was found for depolarization-defocus in the case of the GCL+IPL complex and ONL layer segmentation (p < 0.05; see Table 2). This particular result is in agreement with the lowest average SAM<sub>overall</sub> values obtained for the IPL<sub>outer</sub> and OPL<sub>outer</sub> boundaries (see Table 1). We note that the ONL is bounded by the OPL<sub>outer</sub> and ONL<sub>outer</sub> boundaries [see Fig. 4(d)]. As can be seen, the two artifacts together (depolarized-defocus) had the greatest statistically significant altering effect on all measurements (see Fig. 7, Table 1, and Table 2). Decentration had a comparable effect on thickness measurements, however, not reaching statistical significance. These results demonstrate how the accuracy of thickness measurements can be degraded by the variability in measured reflectance under artifacts related to OCT operator errors. It is interesting to note that depolarization resulted in a bigger, significant reduction in SS than defocusing alone, while the combination of the two resulted in an even more pronounced reduction in SS (see Fig. 1). Correspondingly, both reflectance and thickness data were more influenced by depolarization, and most influenced by the combination of the two.

Figure 8 shows the mean relative reflectivity’s deviation from the optimal image’s mean values. The mean relative reflectivity deviation from the norm showed the highest variation for the GCL+IPL complex (10 to 23% deviation), followed by the OPL (8 to 14%), INL (6 to 12%), and RNFL (8 to 13%). It is important to point out that the low spatial resolution of StratusOCT compared to the ultra-high resolution OCT devices is not in itself a pitfall but should be kept in mind because differentiation between intraretinal layers with low backscattering becomes difficult if not impossible under such pitfalls.

Finally, we would like to mention that the retinal thickness values provided by the StratusOCT mapping software should be carefully reappraised. For example, due to the operator pitfall errors, the StratusOCT custom built-in algorithm failed to locate properly the inner and outer boundaries of the retina [see Fig. 9(a)]. Since these boundaries are found by a threshold procedure, their estimated locations could be sensitive to relative differences in reflectance between the outer and deeper retinal structures. Thus, even scans of normal eyes could have inner and outer retina misidentification artifacts.

![Fig. 8 Mean relative reflectivity deviation from the optimal image's mean values. Note that the two artifacts together (depolarized-defocus) had the greatest altering effect on all measurements.](image-url)
under operator errors. The segmentation result using our methodology is also shown for comparison, properly identifying the retinal boundaries [see Fig. 9(b) and the values in Table 1 for the ILM and the ONLo boundaries]. Also, note that the built-in algorithm failed to detect the inner layer of the retina (first layer outlined in white from the vitreous) for the depolarization case in the pathologic eye [see Fig. 3(c)].

4 Discussion

In this study, the presence and severity of segmentation errors by a novel segmentation algorithm was evaluated under potential OCT image acquisition pitfalls. Our results showed that defocusing and depolarization errors together have a substantial effect on the quality and precision of information extracted from OCT images by using the novel algorithm. As stated in the Sec. 3, the IPL_{outer}, INL_{outer}, and OPL_{outer} boundaries were more prone to segmentation errors under the modeled image acquisition pitfalls. The lowest segmentation accuracy was achieved by the combined depolarization-defocus artifact (see the average $\text{SAM}_{overall}$ values in Table 1), and accordingly, significant changes in relative reflectivity and thickness were due to this type of artifact. An awareness of these pitfalls and possible solutions is crucial not only for avoiding misinterpretation of OCT images but also for assuring the quality of the quantification of retinal measurements. It is important to note that visual analysis of OCT image quality is affected by intraretinal abnormalities in backscattering that are usually associated to particular ocular diseases. Thus, optimal settings are necessary to avoid measurement errors. For example, the StratusOCT built-in algorithm requires clear delineation of the inner and outer retinal boundaries to accurately identify intraretinal abnormalities. It is well

Fig. 9 Segmentation results showing the performance of the StratusOCT custom built-in algorithm compared to the results using our custom algorithm. (a) Macular scan obtained for eye 3 under the depolarization artifact. Note the misidentification of the outer boundary of the retina (outlined in white). (b) Results obtained for the same eye (eye 3, depolarization error) using our methodology. Note that our algorithm was able to correctly detect the outer boundary of the retina.
known that StratusOCT images are prone to error as a result of inner or outer retina misidentification artifacts. However, our segmentation results for the inner and outer retinal layers showed no misidentification errors for any modeled artifact. Thus, the new segmentation algorithm could provide a more reliable macular volume and thickness measurement than the OCT built-in algorithm under the error’s operator-related artifacts. Further study is needed with a larger sample size to validate these preliminary results and obtain the reproducibility of the retinal measurements extracted by using the novel algorithm.

As a result of this work and taking into account our experience during the course of scanning a large number of patients per year in our clinic, a few comments are in order about specific strategies for the recognition and avoidance of image acquisition pitfalls. In order to avoid potential image acquisition pitfalls, it is necessary that first the operator assure the correct placement of the patient’s head on the chin- and headrest of the StratusOCT system. Moreover, it is imperative that the lateral canthus markers be lined up with the center of the pupil in primary gaze. Second, polarization optimization must be done before and may be repeated during a scanning session. For example, in the case of a radial line scan that is composed of six consecutive scans, the operator should polarize before obtaining the first scan and then may have to repeat polarization for the fourth and sixth scan if needed. On the other hand, opacities in the eye or corneal drying may change polarization for the fourth and sixth scan if needed. On the other hand, opacities in the eye or corneal drying may change polarization for the fourth and sixth scan if needed.

Furthermore, it is crucial that the operator centers all six scans at the fovea when acquiring macular scans for retinal thickness analysis. This is a problem for patients that have poor fixation due to impaired visual acuity. We note that average thickness and standard deviation of the retinal thickness at the fovea is automatically calculated by the retinal map (single eye) or retinal thickness/volume (OU) analyze protocols. These protocols use the central A-scan of each one of the six radial scans (B-scans) obtained during the acquisition session to calculate foveal thickness. In theory, all six radial scans (B-scans) are to be centered at the same point (fovea) after a perfect acquisition session. Thus, the central A-scan should be the same for all six B-scans, and the standard deviation of the retinal thickness at the fovea has to be equal to zero. Depending on the distortions of the macular morphology associated to the disease, standard deviation values of the average foveal thickness higher than 30 μm (or an SD > 10% of central retinal thickness) are highly indicative that at least one of the six radial scans is not correctly centered at the fovea. Consequently, a new entire scan acquisition session should be performed.

Although it may seem unusual, the correct focus is not necessarily one that the operator appreciates in the fundus image but one that the operator appreciates in the greater intensity of color saturation in the current scanned image. Thus, it is more important to have a good scanned image than it is to have a good fundus image. The laser and the fundus video camera are not on the same plane, so when one has the best view in one image, the other may not have the same quality. As can be seen, an awareness of all these pitfalls is crucial when misinterpretation is to be prevented, which may be important in the planning and evaluation of further studies using the new segmentation algorithm. Moreover, it is important for the use of the new algorithm that physicians be able to trust measurements such as thickness maps of the intraretinal layers and macular thickness and volume. This emphasizes the goal of our present work for future studies.
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