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Abstract. An compact multispectral digital in-line holographic microscope (DIHM) is developed that emulates Gabor’s original holographic principle. Using sources of varying spatial coherence (laser, LED), holographic images of objects, including optical fiber, latex microspheres, and cancer cells, are successfully captured and numerically processed. Quantitative measurement of cell locations and percentage confluence are presented. Phase profiles of weakly scattering cells are obtained from the DIHM and are compared to those produced by a commercially available off-axis digital holographic microscope.
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1 Introduction

The first lensless holographic imaging microscope system was serendipitously discovered by Gabor in the late 1940s in an attempt to overcome aberrations in the magnetic lenses used in electron microscopy. His concept involves recording an objects diffraction pattern using radiation emitted from a single point source. Nondiffracted light from the same single point source acts as the reference beam, and the scattered light, from the objects placed in-line, interferes with the unscattered reference light beam. This is the original in-line holographic geometry.

It was not until the early 1960s that Leith and Upatnieks would suggest, based on signal processing considerations, the use of an off-axis interferometric geometry. This overcame many of the limitations in the Gabor setup, by angularly separating the twin image from the object image. In addition to this, nontransmissive and highly scattering objects could also be holographically imaged with the introduction of the separate reference beam.

The in-line geometry has been applied to electron holography as well as microscopy for the study of 3-D trajectories of plankton (copepod nautilplus) imaging microspheres, tracking particles in space and time, inspection of deposits on silicon wafers, as well as for the imaging of cancer cells. The technique has also been employed to image objects using sources of varying wavelengths and degrees of coherence.

Digital holography’s (DH) genesis dates back to the late 1960s when Goodman and Lawrence used a Helium-Neon (HeNe) laser and a Vidicon camera to capture a 256 × 256 pixel digital hologram. In the mid-1990s, Schnars and Jüptner reported megapixel off-axis DH trumpeting the onset of a new era of DH based whole-field measurement technology.

Implementing a digital in-line holographic microscope (DIHM) involves combining Gabor’s lensless in-line geometry and digital holographic techniques (i.e., digital capture, numerical processing and display). In a lensless in-line setup, the weakly scattered light from the sample is the object beam, while unscattered incident light acts as the reference beam. The superposition of these two beams at some distance from the object results in the interference pattern, commonly referred to as the holographic intensity. This is recorded by a light-sensitive optoelectronic detector array, typically a charged-coupled device (CCD) or complementary metal oxide semiconductor (CMOS)-based cameras. This two-dimensional sampled intensity image is numerically processed, and the object wavefront is reconstructed [i.e., a complex image (hologram) having both amplitude and phase information at the location of the object is extracted]. Using multiple computer-based amplitude reconstructions at differing depths (i.e., by simulating the backpropagation of the field through space), a volume or tomographic image surface of imaged features is rendered. As with standard imaging systems, greater lateral and longitudinal resolution is achievable by increasing the systems numerical aperture (NA). However, in the case of digital holographic reconstruction, the resolution depends on the location of the plane examined.

In DH systems, the conjugate or twin image is present and acts as a noise signal, obstructing part of the desired reconstructed in-focus object image. Methods have been devised that minimize the effects of the twin image on in-line holographic reconstructions.
system performance. By capturing a number of interference patterns with varying phase shifts of the reference beam, the averaged image intensity or direct current (DC), and twin image terms can be eliminated. A variation of this method exists where the recorded pattern is altered by recording holograms at different planes. In the analysis of the lensless system described in this paper, the twin image is considered to be out of focus and thus “smeared out” over the hologram intensity at the camera. Similar to the case of Fraunhofer holography, the effects of the twin image are assumed negligible (see Ref. 6). However, as the hologram is processed and numerically propagated back to the axial planes, the twin image becomes further defocused and the power associated with it spreads over the entire reconstruction window. It is important to note that in the numerical simulation the power associated with the twin image remains constant for each reconstruction plane because the propagation algorithm conserves power. For our purposes we have found that the out-of-focus twin image does not overly compromise the imaging performance of the system.

The minimum resolvable spatial period is dependant on the spacing between the camera pixels (i.e., the sampling points), as governed by the Nyquist sampling theorem. Camera pixels have defined sizes and areas and are evenly spaced (i.e., uniform sampling). Currently available lower pixel widths range from 4.4 μm (in the visible) to 30 μm (mid-IR) while ultraviolet cameras are available with pixel widths of 8 μm. Although the pixel size ultimately limits the spatial resolution, in-line capture techniques make full use of the camera sampling space bandwidth product (SBP). When using such digital optoelectronics, the input wavefield can be magnified using lenses reducing the field of view but potentially increasing the spatial resolution measured using particular digital cameras. High-magnification classical microscopes have limited depths of focus (DOF); however, using a single-captured hologram intensity, it is possible to numerically focus to reconstruct images at multiple depths.

Biological samples (i.e., cells) are quasi-transparent weakly scattering objects and typically are stained to aid in conventional incoherent microscopic imaging. If staining is impractical, then phase-contrast methods can be employed to make such samples visible. With careful interpretation, DIHM provides access to the complex amplitude of an optical field over a number of axial depths increasing the effective DOF. This is convenient as it eliminates the need to manually refocus conventional microscope systems or to mechanically scan using, for example, confocal systems. It also provides access to both the object field amplitude and phase information, and access to such phase information is particularly useful when imaging weakly scattering transparent objects, such as biological cells in solution.

Because of the finite spatial frequency support of the hologram, DH cannot produce full three-dimensional (3-D) images. Because of this, DH whole field imaging has been accurately referred to as a “two-and-a-half-dimensional (2 1/2-D) imaging science.” Full 3-D images of thick samples can only be produced using scanning techniques that optically section the object (i.e., collect light from each depth plane with identical NAs). Thus, multiple images are acquired that are focused at different depths through the object, which has the effect of increasing the frequency support of the coherent transfer function (CTF). Confocal microscopy and optical coherence tomography (OCT) are both examples of 3-D optical sectioning techniques. Using such scanning optical techniques, a full 3-D volume image, with uniform resolution, in x and y at each depth throughout, can be obtained.

Industrial-scale bioprocessing (i.e., the growth of cells to produce medicines as by-products) is of significant commercial importance. Cells lines such as Chinese Hamster Ovary (CHO), Baby Hamster Kidney (BHK), and mouse myeloma (NSO) are grown in large-scale bioreactors (typically, >1000 l) in the biopharmaceutical (biopharma) industry for the production of various medicines. Examples include Enbrel® (Pfizer, until recently Wyeth) used as an anti-arthritis treatment, Herceptin® (Roche, until recently Genentech) used in breast cancer treatment, or Epogen® (Amgen) used to increase and maintain a high level of red blood cells. Cells are cultured in a growth medium containing nutrients and are classified as either anchor-dependent or independent. Anchorage-independent cells grow in suspension and are constantly agitated and mixed in the bioreactor during the production process. Anchorage-dependent cells grow attached to a substrate, generally plastic. These kind of cells are known as adherent cells and include the MCF-7 (Ref. 33) and MDA-MB-231 (Ref. 33) human cancer cell lines examined later in this paper.

Cell numbers increase exponentially over the duration of the culture period provided environmental conditions are optimal. For exponential growth to occur, the various cell cultures require the provision of (i) sufficient nutrients and oxygen (O2) (ii) a constant temperature of ~37°C and (iii) space to multiply. Should any one of these culture parameters be limited, the cells will not grow at an exponential rate and the resultant productivity will be reduced. If growth conditions continue to deteriorate, then cells will die either by uncontrolled death (i.e., necrosis) or programmed cell death (i.e., apoptosis). In large-scale mammalian cell processes, the ability to count the total number of cells and to distinguish between living (viable) and dead (non-viable) cells provides a cell viability estimation. Percentage confluence refers to the density of cells in their growth environment. For adherent cells, 100% confluence means the entire 2-D growth surface is occupied by cells, which will effectively limit the growth of further cells. Until recently, monitoring cell growth was done off-line and typically involved a skilled technician using a haemocytometer to manually count cells. Using an area marked with a predefined grid pattern etched onto the bottom of the haemocytometer, and knowing a priori the volume of the culture sample, an estimate of the average number of cells was made and the cell density determined. Staining the sample with a chemical dye (e.g., Trypan Blue), allowed an estimate of cell viability to be made. Trypan Blue penetrates cells by entering the compromised membrane surrounding dead cells; thus, it only stains nonviable cells. Recently, an automated commercial system, Vi-Cell (Beckman Coulter) was developed to perform off-line cell counts using Trypan Blue assay analysis involving two-dimensional hyperspectral incoherent image analysis. The ability to count cell numbers and estimate cell densities is critical in allowing biopharma production line engineers to monitor growth and to determine the optimum time to transfer cells into larger volume production vessels (i.e., larger bioreactors).

In this paper, a compact lensless DIHM using visible light, based on the lensless microscopic holographic imaging prin-
principle is described. DIHM experiments involving the use of sources with varying spatial coherence are reported. A single-wavelength helium–neon (HeNe) laser and a multispectral tunable HeNe laser\textsuperscript{(E)} (Research Electro-Optics Inc. Boulder, Colorado) are used as the coherent light sources. One of the attributes of the tunable source is that it produces multiple illuminating wavelengths making coherent multispectral imaging possible. An incoherent tricolor LED (Ref.\textsuperscript{[55]}) was used as the incoherent light source. In this case, multispectral imaging is also possible with the advantage that all three separate incoherent sources are compactly located on a single inexpensive device (i.e., the three LEDs are collocated on a single metal holder base, powered separately, and emitting light with different peak wavelengths).

Speckle is a phenomenon associated with coherent sources (i.e., laser illumination) and is a source of noise in imaging systems. A speckle pattern, arising due to diffraction, is generated when light is reflected from rough surface or passes through a random media. Using partially coherent optical sources for illuminations (i.e., passing LED light through a pinhole), speckle effects decreased. However, lower visibility interference fringes are formed resulting in a decrease in the resolution of the imaging system.

We report the capture and processing of a variety of DIHM images in order to test our DIHM performance. These include images of communication-band single-mode optical fibers, 10-μm-diam latex microspheres, as well as adherent MCF-7 and MDA-MB-231 cancer cells. Both amplitude and phase images are extracted from the processed holograms. From the reconstructed images, it is possible to localize areas of interest and, for example, to perform cell counting. In this way, the cell percentage density and percentage confluence can be found. It and, for example, to perform cell counting. In this way, the cell percentage density and percentage confluence can be found. It is also shown to be possible to combine image data obtained for different illumination wavelengths to produce pseudocolor images. Such multiple simultaneous measurement are explored, which might lead to an off-line system capable of assisting in cell viability analyses.

2 Theory

Figure\textsuperscript{[1]} shows a schematic of the setups used in this paper for both coherent [Fig.\textsuperscript{[1a]}] and partially coherent [Fig.\textsuperscript{[1b]}] illumination. For coherent illumination, the primary lightsource is a laser emitting light at wavelength $\lambda$. This is focused onto a pinhole by a microscopic objective lens. The pinhole acts to spatially filter the laser light, removing higher order aberrations and phase front distortions. For partially coherent illumination, the primary lightsource, an LED with peak wavelength at $\lambda$, is located close to a pinhole. In the case of the LED, the pinhole acts to increase the spatial coherence of the light incident on the object. However, increasing the spatial coherence using smaller pinholes has the drawback that less optical power is transmitted to illuminate the object. Placing the LED close to the pinhole ensures a higher proportion of the LED light is available for imaging because the emitted LED power falls off in proportion to the square of the separation distance.\textsuperscript{[10]}

In both the LED and laser cases, light from the pinhole acts as a secondary source that is used to illuminate the object placed in the DIHM. This point source emits a spherical wavefront. The object is placed at a distance $z_0$ away from the pinhole, with the detector array (e.g., CCD or CMOS camera) positioned behind the sample, a distance $L$ away from the pinhole such that $L > z_0$ (see Fig.\textsuperscript{[1]}). The size of the image formed at the camera plane is dependant on the geometrically magnified diffraction pattern of the spherical wavefront; hence, the system is considered a lensless imaging system\textsuperscript{[9]} with a lateral magnification, based on the geometry, given by $M = L/z_0$.

Given a given imaging sensor’s sampling pixel width of $T$, the minimum resolvable distance is twice this (i.e., $T_{\text{samp}} = 2T$), while in practice, oversampling (i.e., $T_{\text{samp}} \gg 2T$) is required to overcome aliasing and noise. Using a collimated beam in a lensless setup would therefore adequately note image particles with diameters comparable to the pixel width. Of course, magnification is introduced by use of spherical wave-producing magnified images, resulting in a minimal resolution capable of imaging particles with comparable diameters to the sensor pixel width.

In the lensless setup, the NA of the system is defined as $\text{NA} = n \sin(\theta)$, where $n$ is the refractive index of the propagating medium and $\theta$ is the half angle of illumination.\textsuperscript{[11]} Considering the setup geometry in Fig.\textsuperscript{[2]} an expression for the NA is obtained using the limiting factor of the camera chip width, $W$, and the propagation distance, $L$, from the point source to the camera. Assuming a refractive index of air $n = 1$ and small angles of illumination (paraxial conditions) such that $\sin(\theta) \approx \theta$ radians, then

$$\text{NA} \approx \frac{W}{2} \left[ \left( \frac{W}{2} \right)^2 + (L)^2 \right]^{-1/2}.$$ (1)
Some debate exists in the literature regarding the accuracy of Eq. (1) with Repetto et al.9, 13 claiming that $L - z_0$ should be used instead of $L$. This leads to the modified expression, $\text{NA} = W [2(L - z_0)]$. (We note that the expression of Garcia et al.22 for NA contains a typographical error). However, all the NA relationships give similar numerical results when $z_0 \ll L$.

Increasing the system NA increases both the lateral and longitudinal resolutions. Lateral resolution $\delta x$ refers to the ability to image two separate points in a plane parallel to the camera ($x$, $y$), while longitudinal or depth resolution $\delta z$ refers to the ability to distinguish between two points in separate ($z$) planes. Lateral and longitudinal resolution are defined as follows:

$$
\delta x \geq \frac{\lambda}{2 \text{NA}} \quad \text{and} \quad \delta z \geq \frac{\lambda}{2 (\text{NA})^2},
$$

(2)

where $\lambda$ is the illuminating wavelength and NA is the numerical aperture of the DIHM.

Increased lateral and longitudinal resolution can be achieved by using a smaller illuminating wavelength or by increasing the NA. Increasing the NA, as defined in Eq. (1), is achieved by increasing the variable $W$, corresponding to the width of the camera, or decreasing the propagation distance $L - z_0$ from the secondary illuminating point source to the camera.

Next, the holographic imaging principle applied in DIHM must be considered. Unscattered light from the sample acts as the reference beam, $A_{\text{ref}}(x, y)$, while light weakly scattered by the object at the camera plane is the object beam, $A_{\text{obj}}(x, y)$. The ensuing diffraction intensity pattern or holographic image, $H(x, y)$, produced by the interference of these two beams, at camera, a distance $z = L$ from the pinhole secondary source, is given by

$$
H(x, y) = |A_{\text{ref}}(x, y) + A_{\text{obj}}(x, y)|^2
= \frac{|A_{\text{ref}}(x, y)|^2 + |A_{\text{obj}}(x, y)|^2}{\text{DC}}
+ \frac{A_{\text{ref}}^*(x, y) A_{\text{obj}}(x, y)}{\text{obj}} + \frac{A_{\text{obj}}^*(x, y) A_{\text{ref}}(x, y)}{\text{twin}}.
$$

(3)

where $x$ and $y$ are spatial coordinates. $H(x, y)$ consists of a background DC intensity, the desired object as well as the problematic twin image. However, as stated, as the hologram is processed, and numerically propagated back to the axial plane, the power associated with the twin image is therefore spread over the entire reconstruction window. We have therefore assumed negligible effects by the twin image.

Reconstructing this hologram results in a bright-field amplitude image with a constant DC background illumination present. In an effort to remove this DC term and to numerically correct for the spherical intensity variations arising due to the use of the secondary point source, a normalized contrast hologram $H_c(x, y, 0)$, is extracted by first subtracting out the unscattered reference illumination, $I_0(x,y) = |A_{\text{ref}}(x, y)|^2$, from the hologram and then dividing by the square root of the intensity of the unscattered reference illumination from the secondary point source

$$
H_c(x, y) = \frac{H(x, y) - I_0(x, y)}{\sqrt{I_0(x, y)}}
= \frac{|A_{\text{obj}}(x, y)|^2}{|A_{\text{ref}}(x, y)|^2 + A_{\text{obj}}^*(x, y) A_{\text{ref}}(x, y)}
+ \frac{A_{\text{obj}}(x, y) A_{\text{ref}}(x, y)}{|A_{\text{ref}}(x, y)|^2}.
$$

(4)

The captured hologram is then numerically reconstructed using a back-propagation algorithm. Assuming the object is weakly scattering both the object amplitude, $|A_{\text{obj}}(x, y)|$, and phase, $\angle A_{\text{obj}}(x, y)$, at the object plane are numerically calculated after back propagating $H_c(x, y)$ from the camera to the object plane, the plane in which the object is located.

To perform the back-propagation calculation either the Fresnel–Kirchhoff integral or Helmholtz–Kirchhoff transform approach can be taken. In our case, the first, a convolution-based approach is applied

$$
\Gamma(\xi, \eta, z) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} H(x, y) g(\xi, \eta, x, y, z) dx dy,
$$

(5)

where $H(x, y)$ is the diffraction pattern or intensity hologram captured by the camera. $H(x, y)$ in Eq. (5) can be replaced with $H_c(x, y)$ from Eq. (4). The impulse response of free space, $g(\xi, \eta, x, y, z)$, which appears in Eq. (5) models the effects of light propagations the distance $L - z_0$ from the object to the camera, through free space. It is defined as follows:

$$
g(\xi, \eta, x, y, z) = \frac{i}{\lambda} \exp \left[ -i (2\pi/\lambda) \sqrt{(x - \xi)^2 + (y - \eta)^2 + z^2} \right] / \sqrt{(x - \xi)^2 + (y - \eta)^2 + z^2}.
$$

(6)

The presence of apertures in the DIHM results in a diffraction-limited imaging systems. Such systems cannot normally be considered spaceinvariant over the whole range of spatial frequencies. However, the DIHM is assumed to exactly image low spatial frequencies and, thus, the impulse response of the paraxial system is assumed to be space invariant [i.e., $g(\xi, \eta, x, y, z) \approx g(\xi - x, \eta - y, z)$]. Recalling the convolution theorem, Eq. (5) becomes a convolution integral that can be
performed as follows:

\[ \Gamma(\xi, \eta, z) = 3^{-1} \{ 3 [H(x, y)](\xi, \eta, z) \times 3 [g(\xi, \eta, z)] \}, \]

(7)

where \( \mathcal{F}(\cdot) \) denotes the Fourier transform.

Equation (7) permits rapid computation using two fast Fourier transform (FFT) and one inverse FFT executions. The reconstructed complex object image \( \Gamma(\xi, \eta, z) \) contains both amplitude,

\[ |\Gamma(\xi, \eta, z)| = \sqrt{\text{Re}[\Gamma(\xi, \eta)]^2 + \text{Im}[\Gamma(\xi, \eta)]^2}, \]

(8)

and wrapped phase information,

\[ \varphi_w(\xi, \eta, z) = \arctan\left( \frac{\text{Im}[\Gamma(\xi, \eta)]}{\text{Re}[\Gamma(\xi, \eta)]} \right), \]

(9)

at the effective image reconstruction depth \( D_{\text{eff}} \),

\[ D_{\text{eff}} = \frac{L}{z_0} (L - z_0). \]

(10)

We note that this depth value, \( D_{\text{eff}} \), is used in all numerical back-propagation calculations in place of the actual physical distance \( L - z_0 \) [i.e., \( z = D_{\text{eff}} \) in Eq. (5)] to correct for the effects of using a point source (i.e., a diverging spherical wave illumination).

As stated, if the object is weakly scattering and highly transmissive (i.e., a phase object causing small intensity variations in transmission compared to the reference wave), then it is possible to obtain the phase information using the in-line geometry. A numerical difficulty in performing continuous phase extraction from digital holograms is the discontinuities due to the modulo 2\( \pi \) nature of the arctangent operation appearing in Eq. (9). In order to obtain the continuous phase map, \( \varphi(\xi, \eta) \), of the true shape, the discontinuous wrapped phase, \( \varphi_w(\xi, \eta) \), must be unwrapped by adding or subtracting integer numbers of \( 2\pi \) to the wrapped phase. Accurate two-dimensional phase unwrapping is a non trivial problem. The exact same algorithm reported by Schofield et al. is used in this paper to perform phase unwrapping calculations. Erroneous phase additions/subtractions can be carried out due to numerical and speckle noise with speckle fields containing phase vortices (singularities) which can greatly complicate unambiguous phase unwrapping.

Following holographic reconstruction, digital processing of the hologram data can be performed to identify and locate objects of interest. For simplicity in this paper, the amplitude and phase of a typical cell is selected from the reconstructed holograms and used as a reference representing the desired object. We refer to this as the reference object. Such a reference object, when cross-correlated with the reconstructed image, yields areas of high correlation, indicating likely object locations. A binary threshold can then be applied to the resulting cross-correlation image with areas above the threshold marked “of interest” and other areas neglected. The choice of threshold value is discussed in Sec. 4.4.

3 System and Samples

Schematic diagrams of the experimental systems used are shown in Figs. 1(a) and 1(b). In the first setup, in Fig. 1(a) a monochromatic coherent laser is used as the primary source [i.e., a 20 mW helium–neon (HeNe) laser emitting light at \( \lambda = 632.8 \text{ nm} \)].

For multispectral coherent illumination, a tuneable HeNe laser (Research Electro-Optics Inc.) is used as the primary light source. This can be tuned to emit light at \( \{632.8, 612, 604, 594, \text{ and } 543 \text{ nm}\} \) having maximum optical powers of \( \{4.0, 2.5, 0.5, 0.6, \text{ and } 0.43 \text{ mW}\} \), respectively. The intensity incident on the sample is first controlled using a neutral density filter (NDF) before being focused by a 20X microscopic objective (MO) lens through a 15- \( \mu \text{m} \) spatial filtering pinhole (PH1). The second setup, in Fig. 1(b) involves LED illumination. A tricolor LED is used as the primary source. This consists of three separate square LEDs colocated around the center of a piece of aluminum that acts to dissipate heat during operation. The peak spectral output from each LED was measured, using a spectrometer (BM100), to be at 651, 539, and 474 nm. A 10- \( \mu \text{m} \) pinhole (PH2) positioned \( \sim 1 \text{ mm} \) from the secondary source acts to increase the spatial coherence of the light. The emitted light from the pinhole secondary source is then incident and scattered by the object. The resulting intensity patterns are then captured using a monochromatic digital camera in each system [Imperx IM48 (1000 \times 1000 pixels); pixel pitch: 7.4 \mu \text{m}].

Numerical reconstruction was performed using a laptop with an Intel P8400 Core Duo processor with clock speeds of 2.26 GHz per processor and with 3 GB of RAM. The MATLAB 7.4.0 (R2007a) (Mathworks Inc.) programming environment was used to implement the Kirchhoff–Helmholtz reconstruction algorithm [i.e., Eq. (5)] and for all other data processing operations. Thus, the DIHM was implemented using commonly available relatively inexpensive optical components and optoelectronics.

Several objects were imaged using the proposed lensless DIHM, including optical fibers, latex microspheres, and cancer cells. The optical fibers and latex microspheres were used because they provide a convenient means of testing and calibrating the DIHM system. In the case of the optical fibers, two lengths of single-mode 1330-nm communication optical fiber (SM 1340/P2123-R) were positioned as shown in Fig. 3. They were held rigidly in place, using adhesive (Norland optical adhesive 61), on a 150- \( \mu \text{m} \)-thick glass slide.
In the case of the latex beads, 1-mm-thick glass slides (Hirschmann Laboratories, ISO 8037/1) provided a substrate for a number of randomly positioned 10-μm-diam latex microspheres (Polyscience Inc., diameter: 9.606 μm, standard deviation: 0.763 μm) in air. Holographically imaging such objects demonstrates the axial resolving power of the DIHM presented. The availability of such 3-D phase calibration samples are critical to test the lateral and axial imaging abilities of the proposed lensless DIHM.

Cancer cells were also imaged. Human breast cancer cell lines, MCF-7 and MDA-MB-231 were grown in Dulbecco’s Modified Eagle’s Medium (DMEM) supplemented with 10% foetal calf serum. The cells were cultured in T25 flasks at a temperature of 37°C, with a 5% CO2 atmosphere. Between $1 \times 10^4$ and $5 \times 10^4$ of the cells were placed into each well of a Lab-Tek II 4-well sterile-chambered glass slide. In large-scale bioprocess engineering, cell subculturing is continued up into larger tanks and bioreactors (capable of holding up to 12,500 l) for bulk production. In our case, once the cells had adhered to the glass slide, they were chemically fixed in 100% methanol for 10 min and the raised chamber walls surrounding each separate well were removed. This yielded a total of four wells, two wells (or volumes) for each cell line.

To aid in the imaging of the cell lines using a conventional compound microscope, one well of each of the quasi-transparent weakly scattering samples were typically stained using 0.25% Crystal Violet. Crystal Violet stains the DNA/protein in the nuclei a deep purple color and the cell walls a paler purple. This should not be confused with Trypan Blue staining, which only stains nonviable cells and is used to estimate off-line cell viability. In the DIHM, Crystal Violet was found to be unnecessary to produce useful images.

## 4 Experimental Results

We now present a series of experimental results produced during the calibration and application of the lensless DIHM systems described in Sec. 3. These include the following:

1. The LED spectral output was examined to find the emitted peak wavelength. The emitted optical power was also measured.
2. The performance of the DIHM system was then tested by imaging the optical fibers illuminated using laser light.
3. Cells were holographically imaged using first laser and then LED illumination, with percentage confluence of the samples being estimated.
4. Using single-wavelength laser illumination and applying the scale and rotation invariant filterbank with appropriate thresholding, cell counts were obtained.
5. Multispectral imaging was then performed on cells and latex microspheres using laser and LED light. A comparison to a commercially available white-light bright-field microscope is presented.
6. Finally, a qualitative comparison between the performance of the DIHM presented here and a commercially available off-axis digital holographic microscope (DHM) is presented.
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**Fig. 4** (a) An example of the driver circuitry used in controlling illumination RGB LEDs, and (b) measured LED spectral response for $I_R = I_G = I_B = 350 \text{ mA}$.

### 4.1 Testing

In order to select one particular color output from the tri-colour LED light source, the circuits shown in Fig. [4a](#) were designed and built to deliver currents of 350 mA to each of the mounted separate LED sources. Using a supply voltage of 12 V with a 28-Ω resistor for the red channel and 25-Ω resistors for the green and blue channels, currents of 350 mA were delivered to each source. A TIP 112 Darlington pair transistors was used as an electronic switch capable of passing high current. Current flow was controlled directly from three pins connected to the computer serial port output connected via 10-kΩ resistor attached to the base of each transistor.

The spectrum of the LEDs was obtained using a highly resolved, stepper-motor-controlled (KE-10 controller) scanning grating monochromator (BM100) with a grating of 300 lines/mm and a 1-m focal length lens. An EG & G photodiode (UV-444B PN) was used to measure the detected light, and the resulting signal was sampled using a Keithley 6514 system electrometer. The spectral response of each individual LED source, operating with currents of 350 mA, was recorded. Figure [4b](#) shows the spectral response obtained using the spectrometer with each spectrum appropriately labeled R for red (651 nm), G for green (539 nm) and B for blue (474 nm). A calibrated Newport power meter (model 2931-C) with a detector head (918D-UV-OD3)
was used to detect the optical power emitted from each LED under the same operating conditions. The measured total output powers from each channel were 2.07 mW (red), 1.44 mW (green), and 2.225 mW (blue) at a distance of 2 cm from the source. Table 1 shows the peak wavelength, half power, and rated breakdown voltage value as well as the operating current used for each spectral channel during the measurement.

### Table 1 Multispectral LED spectral response and power measurement.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Red</th>
<th>Green</th>
<th>Blue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured Central/peak (nm)</td>
<td>651</td>
<td>539</td>
<td>474</td>
</tr>
<tr>
<td>Measured 1/2 width peak (nm)</td>
<td>19</td>
<td>31</td>
<td>23</td>
</tr>
<tr>
<td>Typical Diode Voltage (V)</td>
<td>2.2–2.8</td>
<td>3.2–3.8</td>
<td>3.2–3.8</td>
</tr>
<tr>
<td>Designed Diode Current (mA)</td>
<td>–350</td>
<td>–350</td>
<td>–350</td>
</tr>
<tr>
<td>Measured Optical power (mW)</td>
<td>2.071</td>
<td>1.42</td>
<td>2.225</td>
</tr>
</tbody>
</table>

#### 4.2 Fiber Depth

Figure 3 is a schematic showing the orientation of two lengths of single-mode 1330-nm communication optical fiber (SM 1340/P2123-R) axially separated on top of a 150-μm-thick glass slide. Holograms were captured with \( \lambda = 632.8 \) nm and using a DIHM with the geometrical parameters of \( L = 50 \) mm, with the object located first at \( z_1 = 8.9 \) mm and then at \( z_2 = 10 \) mm. The resulting magnifications at \( z_1 \) and \( z_2 \) are \( M_1 = 5.6 \) and \( M_2 = 5 \). For our camera, \( W = 7.4 \) mm and using Eq. (1), the numerical aperture of the DIHM is \( \text{NA} = 0.074 \). Thus, the predicted lateral and longitudinal resolution of the DIHM are \( \delta x = 4.29 \) μm and \( \delta z = 58 \) μm [see Eq. (2)].

Before inserting the glass slide containing the optical fiber into the system, the baseline reference illumination \( I_b(x, y, 0) \) was captured by the camera [see Fig. 5(a)]. The resulting intensity hologram [see Eq. (3)] captured by the camera is presented in Fig. 5(b) and the normalized contrast hologram [see Eq. (4)] is shown in Fig. 5(c). The reconstructed bright-field intensity and phase images corresponding to Fig. 5(b) at \( z_1 = 8.9 \) mm are given in Figs. 5(d) and 5(e). A noticeable constant background brightness level associated with the DC term is present. The equivalent reconstructed dark-field intensity and phase images at \( z_1 = 8.9 \) mm, extracted from the normalized contrast hologram in Fig. 5(c) are presented in Figs. 5(f) and 5(g). The background DC term has been suppressed in Fig. 5(e) compared to 5(d). The thin central single-mode fiber core are visible in both the bright- and dark-field images. The reconstructed dark-field intensity and phase images at \( z_2 = 10 \) mm are presented in Figs. 5(h) and 5(i), respectively. These images show the thin central single-mode fiber core occupying approximately 1–2 pixels in width on the image. The two fibers are clearly distinguishable from one another as they are spaced \( \sim 1 \) mm apart, a distance that we note is much greater than the minimum axial resolvable distance between two points (i.e., \( \delta z = 58 \) μm).

The fibers cross in the bottom-left quadrant of the reconstructed images. The top fiber obstructs the view of the bottom fiber, and they are indistinguishable from one another in this area. As noted, digital holography is not a whole-field imaging technique (i.e., not a true 3-D imaging science). However, our experimental results do demonstrate the DIHM’s ability to perform tomographic whole-field microscopic imaging over a 1-mm object volume depth and with significant lateral resolution.

### 4.3 Cells: Percentage Confluence and Thresholding

The setup shown in Fig. 1(a) was used to capture the reference illumination intensity as well as a hologram of MDA-MB-231 human cancer cells cultured and prepared as described in Sec. 3. The hologram presented here was captured using coherent laser light (\( \lambda = 632.8 \) nm). Setup parameters of \( L = 85 \) mm and \( z_0 = 17 \) mm give a magnification of \( M = 5 \) and a system \( \text{NA} = 0.0435 \). The lateral resolution of the DIHM is therefore predicted to be \( \delta x = 7.25 \) μm, which should be sufficient to identify individual MDA-MB-234 cells that have widths of \( \sim 25 \) μm. We note that, for ease of processing, the results presented here involve smaller 512×512 pixel images (0.75 × 0.75 mm) extracted from the central region of the original 1000×1000 pixel hologram (7.4 × 7.4 mm).

The normalized contrast hologram was numerically generated using Eq. (4). The resulting contrast hologram is shown in Fig. 6(a) whereas the corresponding intensity reconstruction is shown in Fig. 6(b). The cells are clearly visible in the intensity reconstruction with wrapped phase discontinuities noticeable close to the edges of the cells in the phase image [Fig. 6(c)]. We note that phase discontinuities exist near the edges of the cells and indicate that the phase delay changes exceed \( 2\pi \) rad. Continuous phase variations in the range 0 to \( \sim 4\pi \) rad are observed. This corresponds to height variations up to \( \sim 975 \) nm, assuming for numerical simplicity a cell refractive index close to that of water (i.e., \( n_c \approx 1.3 \)).

Figure 7 illustrates a cross section of a highly idealized cell of height \( d \) on a glass slide. The phase-delay difference is caused by the change of refractive index as light passes through air \( n_{air} = 1 \) into the cell \( n_c = 1.3 \). The height profile of the cell is extracted as a function of the refractive indices (cell, air) and the measured phase.

In order to estimate the percentage confluence or cell-content percentage, the individual cells must be identified. To achieve this, a typical representation of a cell-intensity image was first selected from the reconstructed intensity image to act as a reference cell. The reference cell was then cross-correlated with the original intensity image to identify structure/shapes in the image having high similarity to the reference cell. From this, a binary “decision image”, presented in Fig. 6(d), was created by thresholding the correlation image. A cross-section of the normalized autocorrelation of one such typical reference cell is shown in Fig. 8(a). The cross-sectional width of the reference cell corresponds well to a threshold value of 50%. This threshold value is used to classify areas of interest throughout this paper and was chosen because it is sufficiently large not to return many false-positive identifications for the typical baseline background correlated data, nor is it so large as to severely underestimate the percentage confluence by not
identifying areas of interest (i.e., areas known to contain cells). An illustrative cross-sectional example illustrating the decision process is shown in Fig. 8(b). Regions in the cross-correlation results that have values above the 50% threshold are considered to contain cells. The measured width of the reference cell used in this result is displayed and highlighted using the vertical dashed lines in Fig. 8(a). Applying a lower threshold value of 40% in Fig. 8(d) returns an overestimation in cell identification. Similarly applying a higher threshold value of 60% returns an underestimation.

Thresholding issues also arise in relation to the use of the scaled and rotated versions of the reference cell. These are examined in Sec. 4.4. White areas in Fig. 8(d) represent regions with correlation values above the threshold value and therefore areas within which cells are likely to be present. Black represents dissimilar areas having a lower probability of containing cell-like shapes. An example of a resulting binary decision image is shown in Fig. 8(d). On the basis of this result, found using the hologram captured with the laser-based DIHM, we have calculated the inspected area to have a 9.03% confluence. This suggests there is sufficient space for adherent cells to grow further. It should be noted that the cell cultures used in this paper were prepared for off-line analysis (postprocessing) and were chemically fixed to the glass slide. For this reason, the percentage confluence result represents a snapshot of the entire batch at the specific time the cells were sampled.

A similar approach was adopted to image the MCF-7 human cancer cells using the LED as the primary source. The setup used was that illustrated in Fig. 1(b). For the results presented in Fig. 9, the red LED channel was selected emitting a peak
wavelength of 651 nm. Setup parameters of \( L = 30 \text{ mm} \) and \( z_0 = 4.6 \text{ mm} \) give a magnification of \( M = 6.5 \) and a system NA = 0.12. The lateral resolution of the DIHM is then \( \delta x = 2.5 \text{ \(\mu\)m} \), providing sufficient spatial resolution to image MCF-7 cells, which we recall have widths of \( \sim 25 \text{ mm} \).65

Unlike the previous result, the \( 1000 \times 1000 \) pixel contrast hologram was zero padded at the edges (top, bottom, and either side of the image) to produce a hologram with \( 1024 \times 1024 \) elements [see Fig. 9(a)]. This optimizes the computation time taken by allowing the use of the FFT algorithm in the reconstruction process, as described in Sec. 2. The resulting reconstruction intensity and phase are shown in Figs. 9(b) and 9(c), respectively. A number of MCF-7 cells are visible having the characteristic round/oval shape, indicated by the typical representative cell in Fig. 9(b). Digital image processing was performed on the intensity image to remove vertical and horizontal residual lines that appear due to the numerical zero-padding process. These artifacts remain visible in the phase image because the filter was designed to only remove such artifacts from the intensity image.

Fig. 6 MDA-MB-231 mammalian cancer cells: (a) Hologram (b) intensity reconstruction (c) wrapped phase and (d) binary decision map for a 9.01% confluence. A 120-\(\mu\)m scale bar is given in (b–d).

Fig. 7 Illustration of a cell on a glass substrate showing the position-dependent height profile and phase-delay relationship. Dashed lines indicate the phase delay through the cell, \( \phi_a = \frac{2 \pi n_c d}{\lambda} \), and through air and the cell \( \phi_b = \frac{2 \pi n_d}{\lambda} \{n_c h(x) + n_{air} [d - h(x)] \} \).

Fig. 8 (a) Autocorrelation of a typical cell with the threshold value of 50% correctly showing the cell width, while (b) is a cross section of the cross-correlation of a typical cell and the experimental data. Threshold values of 40, 50 and 60% are shown with 40% overestimating cell location and 60% underestimating cell location. The threshold value of 50% accurately detects the cell width.

Fig. 9 MCF-7 mammalian cancer cells illuminated using LED light (651 nm): (a) Hologram, (b) intensity reconstruction with a characteristic cell circled, (c) wrapped phase, and (d) binary decision map for a 4.91% confluence. A 150-\(\mu\)m scale bar is given in (b–d).
was estimated by correlating a typical representative cell over the entire image. A binary decision image was formed by selecting a threshold value. This threshold value was applied over the whole image and as shown was chosen not to produce excessive false results. However, a small portion of the cell area (as shown in Fig. 8) falls below (outside) the threshold cutoff value, thus producing a small underestimation of the percentage confluence. A nonuniform or adaptive thresholding technique could be applied to minimize the error in selecting areas that contain cells, and such techniques can be readily implemented numerically. In this paper, our aim is to provide automated estimating of the percentage confluence values. We must emphasize, that our approach involves minimal data processing.

4.4 Cells: Scale and Rotation Analysis

For industrial biopharma production, the number of cells, or cell density, can be a critically important factor in predicting the conditions for cell growth (see Sec. 1) and, thus, in deciding the optimum time to harvest the cell cultures. Cellular bodies have different sizes during the growth process because the nucleus and cellular contents must be duplicated before the cell divides. In addition to this, the cells may adhere with different orientations onto the glass slide during off-line inspection. In an attempt to recognize and count cells of different sizes having different orientations, a filterbank is built up from scaled and rotated versions of a representative cell image.

Figure 11 shows a magnified image of a typical representation (reference cell) obtained by selecting a 68 × 68 pixel area from a 600 × 600 pixel intensity reconstruction [specifically from the data presented earlier in Fig. 8(b)]. Figure 11 consists of scaled versions of the same cell at 0.25 (24 × 24 pixels), 0.58 (40 × 40 pixels), 0.96 (63 × 63 pixels), and 1.25 (85 × 85 pixels) times the original reference cell size. This range of cell sizes covers the typical range observed in the case of an image magnification of \( M = 5 \) and includes single cell size to that of a single cell in the process of duplicating. All these scaled versions of the reference cell are angularly rotated counterclockwise by \( 0, \pi/2, \pi, \) and \( 3\pi/2 \) in order to represent various rotated versions of the cells.

Increased detection accuracy can be obtained using a filter bank with a larger number of elements (i.e., of a typical cell versions more closely spaced in size and having smaller rotational differences). However, increasing the number of elements in the filter bank necessitates additional processing. The best result involves the optimal choice of a minimum number of appropriately spaced and rotated images. To test the scale and rotation choices used to generate the filter bank employed in this paper, a comparison of the correlation values between the reference cells (at different scales and rotations) was made. First the 0.96X-scale reference cell at a \( \pi/2 \) rotation was cross-correlated with itself yielding its autocorrelation (see Fig. 11). This autocorrelation is used as a basis of comparison to subsequent cross-correlations. To test the rotation values used, a different reference cell in the filter bank was chosen. The cell had the same 0.96X scale but was rotated by an angle of \( \pi \). This was then cross-correlated with the cell at the 0.96X scale and \( \pi/2 \) rotation (as shown in Fig. 11). A maximum correlation value of 0.6135, normalized to the basis cell autocorrelation, was obtained. This correlation value is above the 50% threshold and

<table>
<thead>
<tr>
<th>Rotation</th>
<th>Scale</th>
<th>0</th>
<th>( \pi/2 )</th>
<th>( \pi )</th>
<th>( 3\pi/2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.58X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.96X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.25X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 10 Scale and rotation filter bank showing a scaled and rotated representation of a cell used to detect cells.
suggests cells within the range of rotations would be detected. A similar approach was adopted to test the scale spacing. In this case, the corresponding reference cell at the same π/2 rotation as the first cell, but scaled by 0.58X, was cross-correlated with the 0.96X cell. A resulting cross-correlation value, normalized to the autocorrelation, of 0.354 was calculated. This is below the 50% threshold and suggests cells that have sizes between these two scale values may not always be detected using the filter bank presented here. As noted, increasing the number of scaled reference cells should increase the accuracy of cell detection and there will be an associated increase in processing time.

Figure 11 shows the reconstructed intensity, Fig. 12(a) from the same holographic data as presented in Fig. 6. In this case, 600×600 pixels (0.88 × 0.88 mm²) are used compared to 512×512 in Fig. 6. Although in Fig. 6 it was demonstrated that clear high-contrast DIHM images could be produced using our DIHM, our aim here is to illustrate that the application of our cell-location procedure can be used to produce accurate results over a large field of view. A binary decision image showing cell locations in white is presented in Fig. 12(b). This digital transmittance mask is combined with the reconstructed intensity image [Fig. 12(c)]. Locations where cells are identified as being likely to exist are highlighted in the reconstructed intensity in Fig. 12(c). The filter bank described here could be used to very rapidly (~5 s using a PC) locate a total of 52 cellular bodies in an area of 0.789 mm². Despite the limitations of our look-up table approach, the results provide a very good estimation of the number of cells present in the sample. The areas where erroneous cell detection occurred are highlighted in Fig. 12(c). The single square represents an example of an area where a cell is in fact located, but was not detected using the method described here (a false negative). The two circles represent two examples of areas where, on visual inspection, no cells exist, but the algorithm has incorrectly detected two cells (false positives). The total number of cells detected using this method is 52 while 51 areas representing cells were visually identified. This corresponds to 2% false-negative and 4% false-positive automatic cell location identification rates.

The intensity hologram data used to obtain a cell count are the same data used earlier to calculate the 9.01% confluence (see Fig. 6). The growth area present in Fig. 12 is 0.789 mm². In this field of view, 52 cellular bodies were detected. Cell numbers double during a growth cycle. Because 52 cells result in a 9.01% confluence, then 416 cells occupying 72.08% of the adherent growth area will be present after two further growth cycles. Insufficient space is then available for a further cycle of cell multiplication for the cells adhering to the 2-D glass slide surface. Programed cell death would then occur with a decreased yield of viable MDA-MB-231 cells. Using this off-line measurement technique, an estimate for the optimal time to obtain the optimum yield can be obtained.

Our use of a simple scale and rotation filter, in combination with DIHM, to rapidly indentify cells clearly demonstrates the capability to automate cell culture analysis to count cells. In this way, cell density can be rapidly estimated from a single intensity hologram obtained using an inexpensive optical system.

4.5 Multispectral Digital In-Line Holographic Microscope Imaging

The significance of percentage confluence for cell-culture bioprocess analysis has been discussed, and the possibility of automatic cell identification and counting has been demonstrated.

Fig. 12 (a) MD-MBA-231 reconstructed intensity image and (b) binary image showing cell locations, while (c) shows transmittance mask of (b) superimposed on (a) highlighting detected central locations of cells and actual cell locations. Identification errors are highlighted by overlaid shapes while a 115-μm scale bar is shown in each result.
From the total number of cells produced, a mix of viable and nonviable cells as well as necrotic bodies will be present in any sample taken, which may give rise to false positives generating misleading information. An important analysis tool used in the production of biopharmaceuticals is the Trypan Blue assay. Compromised cell membranes allow entry of Trypan Blue into nonviable cells resulting in these having a blueish color while viable cells are not affected. The ability to perform off-line process control spectral analysis in order to locate cells stained blue (i.e., to perform the Trypan Blue assay) might be possible using the DIHM described in this paper. However, before this can be demonstrated, a number of factors must be considered. The Trypan Blue staining dye will absorb wavelengths in the green and blue, complicating phase reconstructions at these wavelengths. Enhanced functionality could be achieved having access to multiple wavelengths especially at wavelengths where color information is key in selecting objects of interest (i.e., such as the Trypan Blue assay).

Recording holograms at different wavelengths using a monochromatic camera requires multiple sequential frame captures. The manually tunable HeNe laser results presented were obtained using illuminating wavelengths of \{632.8, 604, and 543 nm\}, which have rated optical power outputs from the laser of \{4, 0.5, and 0.3 mW\} respectively. Three reference illuminations were sequentially applied to a sample slide containing MCF-7 cells held in place in the DIHM with \(L = 80\) mm and \(z_0 = 12\) mm. The resulting magnification is \(M = 6.67\) for a system with \(NA = 0.0462\) (based on system geometry), having lateral resolutions of \(\delta x = \{6.85, 6.53,\) and \(5.87\) \(\mu m\}\), respectively. These values are all sufficient to image the \(~25-\mu m\)-diam MCF-7 cells.\[65\]

Three resulting normalized contrast holograms are presented in Figs. \[13(a)\]–\[13(c)\] respectively. Each of these figures contains information about the same object, but they are not exact replicas of one another due to both (i) the variations in optical power available and (ii) the different wavelengths used. Intensity

---

**Fig. 13** Multiple images of the same region of a single MCF-7 human cancer cell using three different illuminating wavelengths, 632.8, 604, and 543 nm. The corresponding holograms, intensity reconstructions, as well as phase images are presented in (a), (d), and (g) for 632.8 nm, while (b), (e), and (h) show results for 604-nm illumination and (c), (f), and (i) show results obtained for 543-nm laser illumination, respectively. Experimental parameters were \(z_0 = 12\) mm, \(L = 80\) mm, magnification = 6.67 and \(NA = 0.049\).
reconstructions for the object illuminated by wavelengths of {632.8, 604, and 543 nm} are shown in Figs. 13(d)–13(f) respectively. The corresponding phase images are shown in Figs. 13(g)–13(i).

A pseudocolor multispectral dark-field intensity image is presented in Fig. 14(a) by combining the holograms obtained using red, yellow and green laser illumination. This image demonstrates that multispectral DIHM reconstruction is possible. To spectrally distinguish cells stained blue requires blue light (\( \lambda < 500 \) nm). The tunable HeNe laser used in the experiments presented in this paper did not emit below 543 nm. Using a bright-field Olympus CKX41 microscope with a 10X magnification lens, dark- and bright-field images of MDA-MB-231 cells are presented in Figs. 14(b) and 14(c) respectively. We aim to give the reader a clear comparison between the intensity results from our lensless DIHM presented in this paper and those obtained using a commercial microscope.

The limited spectral range of the tunable laser was overcome, using a tricolor LED. For a number of 10-\( \mu \)m-diam latex microspheres. The resulting DIHM bright-field images are presented in Fig. 15 For the reconstruction, the captured intensity hologram, instead of the normalized intensity hologram, was numerically back propagated to the object plane. The sample slide was inserted into a DIHM with \( L = 30 \) mm and \( z_0 = 4.6 \) mm. The resulting system has magnification \( M = 6.5 \) and NA = 0.122. The lateral resolution of the DIHM with illumination wavelengths of \{651, 539, and 474 nm\} are \( \delta x = \{2.66, 2.20, \text{and } 1.94 \, \mu m\} \) respectively. This should offer sufficient spatial resolution to image the 10-\( \mu \)m-diam microspheres.

The three resulting normalized contrast holograms are presented in Figs. 15(a)–15(c). Intensity reconstructions for the object, illuminated by wavelengths of 651 nm (in the red), 539 nm (in the green), and 474 nm (in the blue), are given in Figs. 15(d)–15(f) respectively, while the corresponding phase images are presented in Figs. 15(g)–15(i). A 100-\( \mu \)m-scale bar is inserted into these numerically reconstructed images to aid visualization. One resulting bright-field pseudocolor intensity image of the latex microspheres on a glass slide is presented in Fig. 16. A number of latex microspheres are clearly visible distributed throughout Fig. 16.

To perform cell-viability analysis using the Trypan Blue assay, the ability to spectrally distinguish viable and nonviable cells is fundamentally important. We have presented a simple multispectral DIHM capable of multispectral holographic imaging. Performing the Trypan Blue assay might be possible using the multispectral lensless DIHM presented in this paper.

4.6 Comparisons to a Commercially Available Digital Holographic Microscope

For the slide containing MDA-MB-231 cancer cells, previously examined in Fig. 6 a new image is captured using a DIHM with \( L = 85 \) mm, \( z_0 = 17 \) mm, \( \lambda = 632.8 \) nm, NA = 0.0435, and having a magnification of \( M = 5 \). The phase-unwrapping algorithm previously examined was applied to the resulting phase information. A three-dimensional representation of the resulting unwrapped phase image is shown in Fig. 17(a). The height profile of the cells calculated from this hologram (see Sec. 4.3) was estimated to be \( \sim 1 \, \mu m \).

A commercially available off-axis DIHM was then used to examine the same slide, and the results compared to the results of our lensless DIHM system. The Lynceetec DIHM (Ref. 63) employs an off-axis interferometric geometry. Two separate wavefields interfere at small angles to the normal, giving rise to interference fringes. The twin image is thus modulated away from the object image. Using a 10x objective lens in the Lynceetec DIHM system, an off-axis hologram of the MDA-MB-231 cancer cells is examined in Fig. 18. The twin image is thus modulated away from the object image.
The multiple images of the same region of 10-μm latex microspheres using three different LED illuminating wavelengths: 651, 539, and 474 nm. The corresponding holograms, intensity reconstructions, as well as phase images are presented in {\(\text{(a), (d), and (g)}\), \{\(\text{(b), (e), and (h)}\), and {\(\text{(c), (f), and (i)}\)}, respectively. Experimental parameters were \(z_0 = 4.6\) mm, \(L = 30\) mm, magnification = 6.52, and \(\text{NA} = 0.122\). A 100-μm bar appears in each reconstructed image.

Fig. 15 Multiple images of the same region of 10-μm latex microspheres using three different LED illuminating wavelengths: 651, 539, and 474 nm.

5 Discussion and Conclusions

The aim of this paper was to study the practical use of multispectral lensless DIHMs for biopharmaceutical applications. The significance of the in-line Gabor DH geometry was reviewed and various applications, using sources with varying degrees of spatial coherence, were examined. Then the holographic principle was presented with emphasis on microscopic imaging. The problematic twinimage found in DH systems was discussed. It was indicated that the twin image can be neglected because it only appears smeared at the camera due to the geometry of the DIHM. Average image-intensity (DC) suppression was also presented in which the DC term is partially removed to produce the normalized contrast holograms.

An application of the DIHM system was then presented, namely, to detect and count cultured mammalian cells attached to a glass slide substrate. Such cells are of commercial significance because they are grown industrially for large-scale production of biopharmaceuticals.

The principle of operation of the DIHM was introduced in Sec. 2. Lateral and axial resolution limits of the DIHM were considered. The Kirchhoff–Helmholtz transform was reviewed,
and the convolution approach was used to numerically propagate the diffraction field at the camera back to the object plane presented. The experiments performed are then presented in Sec. 3 while the results are discussed in Sec. 4 with several different calibration samples being used.

Single-mode cores of communications optical fibers were successfully imaged using DIHM, using coherent laser illumination. The advantages of DIHM in overcoming the limited depth of focus of conventional compound microscopes was highlighted, and two optical fibers axially displaced \( \sim 1 \text{ mm} \) apart were successfully imaged. However, the limitations of DIHM as a true 3-D imaging technique was illustrated with unsuccessful volume imaging being demonstrated at positions where the fibers overlapped. In this case, the fiber closer to the camera obstructed the view of the fiber placed behind it.

Having demonstrated the imaging capabilities and limitations of DIHM, the percentage confluence of adherent MDA-MB-231 and MCF-7 cells was obtained using light sources of varying spatial coherence (i.e., laser and LED illumination). Percentage confluences of 9.03 and 4.9% were obtained for particular MDA-MB-231 and MCF-7 samples, respectively. Using laser illumination, the extraction of clear phase images of the weakly scattering cells was shown to be possible, while lower intensity LED imaging produced phase images that, following processing, contained considerably more phase discontinuities. This can be attributed to the lower illumination light levels and relatively high SNR arising due to the small aperture of the pinhole used in the LED case to increase the spatial coherence of the secondary source. However, the pinhole diameter of 10 \( \mu \text{m} \) (~15\( \lambda \)) did not result in light as spatially coherent as that emitted by the laser while blocking a great deal of the LED output light. In this paper, we have demonstrated DIHM imaging for biopharmaceutical applications using both laser and LED illumination.

Percentage confluence was discussed, and in order to determine the number of cells present in a sample, areas of interest needed to be identified. A simple filter bank consisting of scaled and rotated versions of a typical cell was created to locate cells of different sizes and orientations. Using this filter bank, 59 MDA-MB-231 cells were detected and counted in the case of laser illumination. On visual inspection of the result, it was found that this very simple system incorrectly identified 4% of cells (false positives) and did not identify a 2% of cells (false negatives).

Having successfully counted cells using the DIHM, multispectral DIHM imaging was then discussed. Using a tunable HeNe laser, dark-field images of MCF-7 cells were obtained. The importance of Trypan Blue assay was reviewed in the context of cell-viability estimation. It was indicated that a bright-field multispectral lensless DIHM using LED illumination could be used for such a purpose. Holograms of latex microspheres with 10-\( \mu \text{m} \) diameters were captured and processed using red (651 nm), green (539 nm), and blue (474 nm) LED illumination. Without using a lens, magnifications of up to 6.5X were achieved using the simple multispectral DIHM presented in this paper.
In order to demonstrate that the DIHM can provide a low-cost multispectral holographic imaging system, phase information from a single contrast hologram of weakly scattering MDA-MB-231 cells was captured using the lensless DIHM employing laser illumination. The resulting unwrapped phase image was converted into a height profile. A phase image of the same sample slide was then captured using a commercially available off-axis DHM. The results were comparable, with cellular heights on the order of $\sim 1 \mu m$ measured in both cases. Recently, another company announced the production of a commercially available off-axis DHM system.

Although we have reported on an inexpensive multispectral DIHM and demonstrated its capabilities of determining cell counts and percentage confluence for chemically fixed cells, further work is required. To facilitate the off-line Trypan Blue assay analysis, research into the absorption that may complicate holographic imaging will have to be experimentally investigated and verified.

As stated earlier, bioprocesses require constant monitoring. Inline probes exist to perform these measurements. Owing to the limited depth of focus as well as the similar refractive indices of the growth medium and the mammalian cell, cells are not readily distinguishable using systems, such as Mettler-Toledo’s particle vision measurement (PVM) particle-analysis system. Access to both the amplitude and phase using holographic imaging may improve functionality of such systems. Indeed, having access to multiple wavelengths especially at nonabsorbed wavelengths, where phase images could quantitatively distinguish cells from the serum-free growth medium or growth medium containing visual pH indicators, such as phenol red.

In summary, a compact multispectral lensless DIHM has been introduced in this paper and implemented using both laser and LED illumination. Multispectral holograms of single-mode communication optical fiber, latex microspheres, and cancer cells were successfully captured and processed. Simple digital processing permitted automated percentage confluence and cell counting. On the basis of the novel results presented here, it is our contention that such a DIHM system could be extended to provide real-time production line analysis in the biopharmaceutical industry subject to specific technological issues as discussed in this paper.
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