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Abstract. The inverse problem in the diffuse optical tomography is known to be nonlinear, ill-posed, and sometimes under-determined, requiring regularization to obtain meaningful results, with Tikhonov-type regularization being the most popular one. The choice of this regularization parameter dictates the reconstructed optical image quality and is typically chosen empirically or based on prior experience. An automated method for optimal selection of regularization parameter that is based on regularized minimal residual method (MRM) is proposed and is compared with the traditional generalized cross-validation method. The results obtained using numerical and gelatin phantom data indicate that the MRM-based method is capable of providing the optimal regularization parameter.© 2012 Society of Photo-Optical Instrumentation Engineers (SPIE). [DOI: 10.1117/1.JBO.17.10.106015]
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1 Introduction

Diffuse optical tomography (DOT) is one of the promising imaging modalities that provides functional information of the soft biological tissues under investigation using near infrared (NIR) light (600 to 1000 nm) as the probing radiation. This NIR light illuminates the tissue through the optical fibers positioned on the surface, and the same fibers also collect the emerging light at the boundary.1–6 By using these limited boundary measurements of the exiting light, the optical properties of the tissue are estimated by making use of a model-based image-reconstruction algorithm.7 As NIR light is nonionizing, the prolonged monitoring of tissue physiology is feasible and is capable of providing functional parameters of the tissue when multiple wavelengths of NIR light are used.8

Reconstructing the internal distribution of optical properties by solving the inverse problem using the limited boundary data is a challenging task and, in general, only approximate solutions are obtained. This inverse problem is nonlinear, ill-posed, and under-determined, which is the result of the multiple scatterings of the light in a dense biological tissue and requires advanced numerical methods to solve it. One of the most powerful methods in existence is the Newton-Raphson-based technique via Tikhonov regularization.9,10 This involves the inversion of the large Hessian matrix obtained by using the Jacobian (or sensitivity) matrix. This inversion typically requires regularization, and the most often used one is Tikhonov-type regularization. The Tikhonov-type regularization adds a fixed diagonal value to the Hessian, also known as a regularization parameter. The regularization parameter in this case dictates the quality of the reconstructed image. A higher value compared to the optimal one smoothes the reconstructed images resulting in loss of resolution; a lower case results in high-frequency noise in images. This makes the choice of such a regularization parameter critical in the image reconstruction procedure.9–11 The regularization parameter choice theoretically depends on the noise characteristics both in data and image space, and it is highly impractical to obtain the same in real-time, leading to empirical choice of the same.9,10

Determination of the regularization parameter empirically leads to subjectivity and an unwarranted bias in the solution. Also, such empirical determination varies with the problem at hand and requires prior knowledge about the target images as well as noise in the data. One of the most commonly used automated technique for determining the regularization parameter in Newton-type inversion schemes is generalized cross-validation (GCV).12–14 which is often used for Tikhonov-type regularization. The GCV method is applicable to linear inverse problems and is widely used in image deblurring.12–15 As the inverse problem here is nonlinear, which is solved in a series of linear steps, application of GCV to find the optimal regularization parameter will be shown to be suboptimal for the problem under consideration. More importantly, it will be shown that one can obtain the optimal regularization parameter in these cases using the regularized minimal residual method.16 Such determination of the regularization parameter requires an additional optimization procedure and is not computationally expensive compared to the estimation of optical properties. The cases considered here are both numerical as well as gelatin phantom experiments to prove that the proposed minimal residual method provides an optimal regularization parameter.

As the aim of this work is to introduce a novel way of obtaining the optimal regularization parameter, the discussion is limited to a two-dimensional continuous-wave (CW) case, in which the distribution of coefficient of absorption ($\mu_a$) is estimated from the limited boundary measurements of the amplitude of exiting light. The implementation of the same is achieved through MATLAB-based open-source NIRFAST.17 and the
concerned code of the proposed algorithm is also available for enthusiasts readers/users as an open-source.18

2 Methods

2.1 Diffuse Optical Tomography: Forward Problem

The forward problem in diffuse optical imaging is defined as finding the photon fluence rate through the medium given the optical properties of the medium and source detector locations. The propagation of CW NIR light in a thick nonhomogeneous medium like biological tissues is modeled using an approximation of the radiative transfer equation, called as diffusion equation (DE),7,17,19 given by,

\[ -\nabla \cdot (D(r) \nabla \Phi(r)) + \mu_a(r) \Phi(r) = S_o(r), \]

where \( \Phi(r) \) is the photon fluence rate at a given position \( r \) and \( S_o(r) \) is the isotropic light source. The optical diffusion and absorption coefficients are given by \( D(r) \) and \( \mu_a(r) \), respectively and also note that

\[ D(r) = \frac{1}{3[\mu_s'(r) + \mu_s''(r)]}. \]

where \( \mu_s'(r) \) is the reduced scattering coefficient, which is defined as \( \mu_s' = \mu_s(1 - g) \). \( \mu_s \) is the scattering coefficient and \( g \) is the anisotropy factor. A Type-III boundary condition is employed to the DE [Eq. (1)], which accounts for the refractive-index mismatch at the boundary.20 The finite element method (FEM) is used to solve Eq. (1) to generate the modeled data \( G(\mu_a) \) for a given distribution of absorption coefficient \( \mu_a(r) \), and under the Rytov approximation, the data obtained \( y \) is the natural logarithm of the intensity \( I \) i.e., \( y = \ln(I) \).

2.2 Diffuse Optical Tomography: Inverse Problem

The goal of the inverse problem is to recover the distribution of absorption coefficient using the limited number of boundary measurements of light intensity. The inverse problem is typically posed as a least-square minimization scheme,1,5-7,10,17 where the aim is to iteratively match the modeled data obtained using the forward problem with the experimentally measured boundary data. A regularization term is typically added to stabilize the solution. The objective function \( (\Omega) \) to be minimized with respect to \( \mu_a \) is written as follows,

\[ \Omega = \|y - G(\mu_a)\|^2 + \alpha\|\mu_a - \mu_{a0}\|^2. \]

This type of scheme is known to be a Tikhonov regularization scheme, where \( y \) is the experimental data collected at the boundary of the object, i.e., \( y = \ln(A_{\text{measured}}) \) and \( G(\mu_a) \) is obtained by solving the diffusion-based forward model, as described in the previous section, for the given distribution of the absorption coefficient \( (\mu_a) \). \( \mu_{a0} \) is the initial guess for the absorption coefficient and \( \alpha \) is known to be the regularization parameter. The \( \alpha \) can be shown to be the ratio of variances in the data, and estimated properties10 and such determination requires prior information about the data noise and image noise characteristics, which are impractical to obtain in real-time.

Writing the Taylor series expansion of \( G(\mu_a) \) around the initial distribution of the absorption coefficient \( \mu_{a0} \),

\[ G(\mu_a) = G(\mu_{a0}) + G'(\mu_a - \mu_{a0}) + (\mu_a - \mu_{a0}) G''(\mu_a - \mu_{a0}) + \ldots. \]

where \( G' = J = \frac{dG(\mu_a)}{d\mu_a} \) is the Jacobian and similarly \( G'' \) is the second order derivative. Ignoring the higher order terms by assuming the initial guess is very close to the solution gives rise to the linearized inverse problem21 [using Eq. (4) in Eq. (3)]

\[ \Omega = \|\delta - J\Delta \mu_a\|^2 + \alpha\|\Delta \mu_a\|^2, \]

where \( \Delta \mu_a = (\mu_a - \mu_{a0}) \) and assuming \( \delta = y - G(\mu_{a0}) \) as the data-model misfit. Note that the inverse problem in Eq. (3) is nonlinear, and the above equation is linear, making the nonlinear inverse problem to be solved in a series of linear steps. The direct solution for Eq. (5) is given by10,16

\[ (J^TJ + \alpha I)\Delta \mu_a = J^T\delta, \]

which is known to be the Euler equations,16 which is known to be the direct method for minimizing the Eq. (5). The computational complexity of obtaining a direct solution using the above equation is \( O(NN^3) \) with NN being the number of finite element nodes, making it computationally expensive for large problems. After each inversion, the corresponding update in \( \mu_a \) is followed by recomputation of Jacobian. The new linear inverse problem is reformulated [Eq. (5)]; this iterative procedure is stopped when the \( L^2 \) norm of the data-model misfit does not improve by more than 2%.10 Typically \( \alpha \) is chosen empirically at every iteration and is known to influence the reconstructed image quality.

2.2.1 Regularized minimal residual method

The minimization problem that is given in Eq. (5) could also be solved by using the minimal residual method (MRM).16,22 The regularized minimal residual method is equivalent to the regularized steepest descent method and is an iterative technique that minimizes Eq. (5). This method could be seen as solving linear system of equations in Eq. (5) using an iterative method.16,22 The formulation for the \( n \) update in \( \mu_a \) for a given \( \alpha \) is as follows:

\[ (\Delta \mu_a)_{n+1} = (\Delta \mu_a)_n - k^n_m l^n_m, \]

where \( l^n_m = J^Tr_n + \alpha(\Delta \mu_a)_n \) with \( r_n = J(\Delta \mu_a)_n - \delta \) and

\[ k^n_m = \frac{||l^n_m||^2}{||Jl^n_m||^2 + \alpha||l^n_m||^2}. \]

The iteration is stopped when the \( ||r_n||^2 \) < 10^{-6} (equal within single-precision limits). The computational complexity of the MRM method is \( O(m \times NN^2) \), where \( m \) is the number of iterations needed to reach the stopping criterion. It will be shown later with a numerical example that minimal residual method is equivalent to solving the Euler equation (direct solution) given in Eq. (6).

2.2.2 Estimating optimal regularization parameter using minimal residual method

The choice of proper regularization is a key to successful estimation of the optical parameters. The regularization can be obtained optimally using the regularized MRM. For every given
\( \alpha \) the MRM converges to a suitable distribution of the absorption coefficient (\( \mu_a \)) as explained in the previous section. Now this solution of the inverse problem for a given regularization \( \alpha \) can be used to find the corresponding data-model misfit, computed using the updated \( \mu_a \). This ensures that the data-model misfit \( \| y - G(\mu_a) \|^2 \), depends only on the scalar quantity (\( \alpha \)). So the optimal \( \alpha \) is the one that gives the least data-model misfit (or matches the experimental data with the modeled data within a smallest possible neighborhood). This existence of optimal \( \alpha \) through the proposed method is discussed in the appendix and shown analytically and graphically that this procedure results in an optimal (suboptimal in noisy data cases) solution for \( \alpha \). Implementation of finding optimal \( \alpha \) is algorithmically summarized in the following steps.

1. Compute \( J \), \( \mu_a \), and \( \delta \) for the given iteration.
2. Find the \( \alpha \) for which \( \| y - G(\mu_a + \Delta \mu_a) \|^2 \) is minimum, wherein \( \Delta \mu_a \) is obtained using regularized MRM described in Sec. 2.2.1 with the inputs computed in step 1.

For finding such an \( \alpha \), a gradient-free simplex method type algorithm\(^23\) is used due to its computational efficiency. Note that the objective function in here (Step 2) requires computing the regularized solution that is obtained using the reduced data-simplified to the following form:

\[
\alpha = \begin{cases} 
\sum_{i=1}^{\text{rank}(J)} \left( \frac{u_i^2 \delta}{\sigma_i^2 + \delta^2} \right)^2, & \text{if } \sigma_i^2 + \delta^2 \neq 0 \\
\sum_{i=1}^{\text{rank}(J)} \left( \frac{1}{\sigma_i^2} \right)^2, & \text{if } \sigma_i^2 \neq 0
\end{cases}
\]

(10)

Efficient evaluation of the \( G(\alpha) \) is possible by applying the singular value decomposition (SVD) of the Jacobian and doing some algebraic simplification. If the SVD of the Jacobian matrix \( J \) is given to be \( J = U \Sigma V^T \), then the above functional is simplified to the following form:

\[
G(\alpha) = \frac{\| (J^T + \alpha I)^{-1} \delta \|^2}{\text{trace}(J^T + \alpha I)^{-1})^2}.
\]

(9)

3 Experiments
3.1 Simulation Studies

The effectiveness of the proposed method is assessed on circular meshes with the background optical properties being \( \mu_a = 0.01 \text{ mm}^{-1}, \mu'_a = 1 \text{ mm}^{-1} \) and a uniform refractive index of 1.33. The diameter of all circular meshes used in this work is 86 mm, and the experimental data are generated on a fine FEM mesh with 10,249 nodes (corresponding to 20,160 linear triangular elements) and the reconstruction was performed on a coarser mesh with 1,785 nodes (corresponding to 3418 linear triangular elements). The source-detector geometry had 16 fibers that were arranged in circular, equi-spaced fashion and each fiber has a dual function of both acting as source and detector. When one fiber acts as a source, the remaining 15 fibers act as detectors and hence we obtain 240 (15 × 16) light amplitude measurements (NM). To simulate experimental conditions, the source was modeled as the Gaussian source with a full width at half maximum of 3 mm\(^2\) and was placed at the one mean transport length inside the boundary. All meshes were centered around origin.

Two cases of targets were considered here, with the initial case of showing that the solution obtained using MRM is equivalent to standard reconstruction using direct method [Euler equation; Eq. (6)]. For this, a circular target of radius 7.5 mm was placed at (15, 0) having \( \mu_a = 0.02 \text{ mm}^{-1}, \mu'_a = 1 \text{ mm}^{-1} \) and the distribution of \( \mu_a \) is shown in first column of Fig. 1. A regularization parameter of 0.01 has been used in this case. A normally distributed Gaussian noise of 1% has been added to the numerically generated data to mimic the experimental case.\(^24\) In the second case, two circular targets that were separated by 5 mm centered around origin with a radius of 7.5 mm were considered. The optical properties were similar to the first case, and the target distribution of \( \mu_a \) is given in the first column of Fig. 2. At every iteration, the regularization parameter (\( \alpha \)) has been obtained using both MRM and GCV methods as described in Secs. 2.2.2 and 2.2.3, respectively. In this case, both 1% and 3% normally distributed Gaussian noise added data was considered to show the effectiveness of the proposed method.

![Fig. 1 Reconstructed \( \mu_a \) distributions using standard (direct inversion) and minimal residual methods (iterative inversion) with numerically generated 1% noisy data and a being 0.01. One-dimensional cross-sectional plot of \( \mu_a \) along the line (shown on the target) for the target and reconstructed results presented here are given in the second row.](https://www.spiedigitallibrary.org/journals/Journal-of-Biomedical-Optics/106015-3)
3.2 Gelatin Phantom Studies

For objective verification of the method, the experimental data collected using a gelatin phantom was used. A multilayer cylindrical gelatin phantom of diameter 86 mm, height 25 mm was fabricated following the procedure as explained in Ref. 25. Mixtures of 80% of deionised water and 20% of gelatin (G2625, Sigma Inc.) along with India ink for absorption and Titanium oxide (TiO₂) for scattering were used. These layers of gelatin were successively hardened to form a three-layer phantom to mimic typical breast tissue. The outer layer had optical properties of $\mu_a = 0.0065 \text{ mm}^{-1}$, $\mu'_a = 0.65 \text{ mm}^{-1}$ with a thickness of 10 mm, mimicking the fatty layer of the breast. The inner layer, mimicking the fibro-glandular layer, had properties of $\mu_a = 0.01 \text{ mm}^{-1}$, $\mu'_a = 1.0 \text{ mm}^{-1}$. To mimic the tumor characteristics, along the Z direction a cylindrical hole having a radius of 8 mm and height of 24 mm was made and filled with intralipid mixed with India ink to act as an absorptive target having the optical properties $\mu_a = 0.02 \text{ mm}^{-1}$, $\mu'_a = 1.2 \text{ mm}^{-1}$. The optical properties were validated using 785 nm wavelength laser diode as the source. The log-amplitude data collection of the exiting light were collected using only one layer of fibers placed at the middle of the cylinder (at $z = 0$ mm). The collected data was calibrated using the coarser mesh that was used in the simulation studies using the procedure explained in Ref. 26. The adipose layer optical properties were used as an initial guess for reconstruction procedures.

All computations were carried out on a Linux workstation with dual quad-core Intel Xeon processor of 2.33 GHz with 64 GB RAM. The algorithms were implemented in MATLAB.

4 Results

Initial results to show that regularized MRM is equivalent to standard (direct) reconstruction [Eq. (6)] are given in Fig. 1. The reconstruction methods that were used are given on top of each $\mu_a$ distribution. A one-dimensional profile plot across the dotted line as shown in Target is given in the second row of Fig. 1. Note that the number of iterations that were needed to converge in both cases were 13 and in case of MRM at each iteration included about 400 inner iterations. From results shown in Fig. 1, it can be clearly seen that the reconstructed $\mu_a$ distribution using MRM matches with the one obtained using the standard method within 2% error, assuring that the solution obtained using MRM is numerically equivalent to the solution obtained using direct inversion [Euler equation, Eq. (6)]. Using the standard reconstruction method, the computation time needed per iteration was 0.829 s and for MRM, it was 0.688 s.

In the second case of numerical experiments using 1% and 3% noisy data, the regularization parameter was found using both MRM and GCV methods as outlined in Secs. 2.2.2 and 2.2.3. The obtained reconstruction results are given in Fig. 2. The one-dimensional cross-sectional plot for the obtained results similar to Fig. 1 is given in the second row of Fig. 2. The MRM-based estimation of regularization for the 1% noisy data case has resulted in convergence in four iterations with $\alpha$ being 1.3e-2, 1.1e-3, 2.7e-4, and 6.0e-6. For the GCV the convergence was achieved in three iterations with $\alpha$ being 1.4e-2, 1.2e-2, and 1000. Note that for the 3% noisy data case, the obtained $\alpha$ values were in the same numerical range. The results also indicate that the resolution characteristics were better using the MRM-based regularization parameter compared to its counterpart. The number of iterations that were required to find the $\alpha$ in either case were highly dependent on the initial guess.

The results that were obtained using estimated $\alpha$ with MRM and GCV methods for the case of gelatin phantom data are given in Fig. 3. In here as well, the MRM-based regularization parameter selection resulted in convergence in four iterations with $\alpha$ being 1.1e-2, 2.6e-3, 8.7e-4, and 6.0e-6. Correspondingly, the convergence for the GCV-based method was in three iterations, with $\alpha$ being 8.0e-3, 7.8e-3, and 1.69. The one-dimensional cross-sectional plot along the dashed line in the target is given in the second row of Fig. 3. The results indicate that the performance of the MRM to find an optimal $\alpha$ is better compared to the GCV-based method as the reconstructed target $\mu_a$ value is closer to the expected one. The total computational time for the three cases considered in this work is reported in Table 1 and as mentioned earlier, the MRM-method computational complexity is much higher compared to the GCV-method.
The diffuse optical tomographic image reconstruction problem is ill-posed in nature due to multiple scatterings of near infrared light. Many reconstruction methods were proposed for improving the reconstruction accuracy, making it more quantitative in nature, which uses structural and/or functional information \[10,27-30\].

The quantitative accuracy of the results are dependent on the choice of regularization, making the problem of finding optimal \(\alpha\) in an automated way highly relevant to the ongoing efforts. Moreover, such an automated method will remove the unwarranted bias in the reconstruction results due to heuristic choice of regularization parameter. Until now, the most successful methods in the literature include the GCV and L-curve methods. \[31-33\]. In this work, the proposed method is compared with the GCV-based approach and is found to be sub-optimal. The L-curve method is not considered in this work as results in overly smooth solutions in DOT \[31\] as it can not exhibit a clear corner to find an optimal regularization parameter. \[32,33\]

Finding the regularization parameter using the MRM method could also be achieved using Euler equations [Eq. (6)], but this increases the computational complexity associated with it by an order \([O(NN^2)]\) versus \([O(NN^3)]\). In the case of GCV, the regularization parameter increased abruptly before the last global iteration of the reconstruction procedure, resulting in sub-optimal estimates of \(\mu_a\), compared to the MRM-based method. This trend of GCV inability to find an optimal \(\alpha\) is also discussed in Ref. 32, where this is caused by either a function being flat or displaying multiple minima, leading to a sub-optimal choice of \(\alpha\), causing over smoothing of the reconstructed images.

**Table 1** Comparison of total computational time (in seconds) including the overhead, for three reconstruction results (first column) presented in this work. The corresponding method is given in the first row of the table. The total number of iterations taken to converge are given in the parentheses.

<table>
<thead>
<tr>
<th>Result</th>
<th>MRM method</th>
<th>GCV method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 2 (1% Noise-case)</td>
<td>55.42 (3)</td>
<td>12.20 (3)</td>
</tr>
<tr>
<td>Fig. 2 (3% Noise-case)</td>
<td>104.88 (4)</td>
<td>12.15 (3)</td>
</tr>
<tr>
<td>Fig. 3 (Gelatin phantom)</td>
<td>167.75 (4)</td>
<td>12.36 (3)</td>
</tr>
</tbody>
</table>

To show the inner iterative behavior of the proposed method, the semi-log plot of data-model misfit and the corresponding \(\alpha\) was plotted in Fig. 4 for 60 iterations for the set of results presented in Fig. 2 (first global iteration). These plots indicate that there is a clear convergence in finding \(\alpha\) and correspondingly the data-model misfit is also a minimum for the optimal \(\alpha\).

For the case of numerically generated 3% noisy data, the reconstruction results were poor in terms of resolution for the case of large problems, especially involving a large number of measurements. The additional step of finding the optimal \(\alpha\) through the MRM method for the cases discussed in here, requires about 9.6 s, and for the GCV method it is 2.7 s.

![Fig. 3 Similar effort as Fig. 2 for the case of experimental gelatin phantom data.](image)

![Fig. 4 Plot of the estimated regularization parameter \(\alpha\) using MRM and the corresponding data-model misfit \(|\Omega| = |y - G(\mu_a)|^2|\) as a function of the inner iteration number for the first global iteration of the results presented in Fig. 2.](image)

![Fig. 5 The semi-log plot of the objective function \(|\Omega| = |y - G(\mu_a)|^2|\) versus regularization parameter \(\alpha\) for the results presented in Fig. 2 (first iteration of the 1% noisy data case). The optimal \(\alpha\), indicated by \(\alpha^*\) in the plot, is where \(\Omega\) takes the minimal value.](image)
This additional computational complexity (Table 1) added by the optimization procedure of finding optimal $\alpha$ is justifiable as it removes the unwarranted bias in the reconstruction results due to either poor or desirable choice of $\alpha$ heuristically and does not require any additional information in finding optimal $\alpha$. This computation time could be further reduced by the usage of GPU-based computing environments,\textsuperscript{34} which can speed up the computations in providing the optimal $\alpha$.

\section{Conclusions}

The regularization parameter that is typically used in the diffuse optical tomographic image reconstruction procedure provides a fidelity in improving the reconstructed image quality, with a caveat that such fidelity can also bias the results. An automated estimation of regularization parameter that is based on regularized minimal residual method is presented in this work and is compared with the traditional GCV-based method. The reconstruction results using numerical and gelatin phantom data indicate that the proposed MRM-based method can provide an optimal regularization parameter, overcoming the pitfalls of the GCV-based method. Such an automated method requires repeated computations of forward solutions and is not computationally complex compared to the direct image reconstruction step. The computer programs for the developed method that is used in this work are provided as open source.\textsuperscript{18}
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\section*{Appendix: Existence of Optimal Regularization Parameter}

In every iterative step of the diffuse optical tomographic image reconstruction, the modeled data is matched with the experimental data in the least-square sense as explained in Sec. 2.2. So the objective function to be minimized is posed as follows,

$$\Omega = \| y - G(\mu_0) \|^2. \quad (11)$$

Since the iterative procedure of minimizing this starts with a guess of the initial distribution of the absorption coefficient ($\mu_{a0}$), the above equation can be written as

$$\Omega = \| y - G(\mu_{a0} + \Delta \mu_a) \|^2. \quad (12)$$

Applying Taylor’s series expansion, as explained earlier in Sec. 2.2, modifies the above objective function to

$$\Omega = \| (\delta - J \Delta \mu_a) \|^2 = (\delta - J \Delta \mu_a)^T (\delta - J \Delta \mu_a). \quad (13)$$

The update ($\Delta \mu_a$) in the above equation can be obtained using the regularized minimal residual method (MRM), which requires a scalar ($\alpha$) as a regularization parameter (refer to Sec. 2.2.1). This implies that for every given positive real number ($\alpha$) there is a unique update ($\Delta \mu_a$), in turn making the objective function $\Omega$ as a continuous function of $\alpha$.

Finding the minima of the objective function, $\Omega$, with respect to $\alpha$ requires the calculation of a first-order derivative, which can be written as

$$\frac{\partial \Omega}{\partial \alpha} = 2 [JT (J \Delta \mu_a - \delta)]^T \left( \frac{\partial \Delta \mu_a}{\partial \alpha} \right). \quad (14)$$

Similarly, the second-order derivative is given by

$$\frac{\partial^2 \Omega}{\partial \alpha^2} = 2 [JT (J \Delta \mu_a - \delta)]^T \left( \frac{\partial^2 \Delta \mu_a}{\partial \alpha^2} \right) + \left( J^T J \frac{\partial \Delta \mu_a}{\partial \alpha} \right) \left( \frac{\partial \Delta \mu_a}{\partial \alpha} \right)^T. \quad (15)$$

The optimal regularization parameter ($\alpha^*$) is the one that makes the first-order derivative [Eq. (14)] go to zero, simultaneously making the second-order derivative [Eq. (15)] have a positive value, ensuring that the objective function attains the minimum value.

The optimal solution ($\Delta \mu_a$) for the linearized problem makes the objective function, given by Eq. (13), achieve a minimal value. Assuming perfect system characteristics (including noiseless data) ensures that the residue $||r|| = ||(J \Delta \mu_a - \delta)||$ is zero, where the $\alpha^*$ represents the optimal regularization parameter. So in the case of $\alpha^*$, the right-hand side of Eq. (14) becomes zero, as $J \Delta \mu_a - \delta = 0$ (with the partial derivative being non-zero). Using this in the right-hand side of Eq. (15), results in

$$\left| \frac{\partial^2 \Omega}{\partial \alpha^2} \right|_{\alpha^*} = \left[ \left( \frac{\partial \Delta \mu_a}{\partial \alpha} \right)^T J^T J \left( \frac{\partial \Delta \mu_a}{\partial \alpha} \right) \right]_{\alpha^*}. \quad (16)$$

as $J^T J$ is symmetric and positive semi-definite matrix,\textsuperscript{10} and the partial derivative term is non-zero ensures that Eq. (16) results in a positive quantity. This assures that $\alpha^*$ exists for the minimization problem and is achievable when the objective function for the image reconstruction problem has a minima.

This argument could also be validated through graphical representation by plotting the objective function ($\Omega$) as a function of the regularization parameter $\alpha$ for an example problem. Figure 5 shows such an effort for the results presented in Fig. 2, where the plot shows $\alpha^*$ for which the function has a minima, but not zero due to noise in the data and numerical model errors. This makes the choice of $\alpha^*$ in the real-time (for a limited number of iterations) being only sub-optimal (optimal in the asymptotic range).
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