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Abstract. We present an open source electric field tracking Monte Carlo program to model backscattering in biological media containing birefringence, with computation of the coherent backscattering phenomenon as an example. These simulations enable the modeling of tissue scattering as a statistically homogeneous continuous random media under the Whittle-Matern model, which includes the Henyey-Greenstein phase function as a special case, or as a composition of discrete spherical scatterers under Mie theory. The calculation of the amplitude scattering matrix for the above two cases as well as the implementation of birefringence using the Jones N-matrix formalism is presented. For ease of operator use and data processing, our simulation incorporates a graphical user interface written in MATLAB to interact with the underlying C code. Additionally, an increase in computational speed is achieved through implementation of message passing interface and the semi-analytical approach. Finally, we provide demonstrations of the results of our simulation for purely scattering media and scattering media containing linear birefringence. © 2012 Society of Photo-Optical Instrumentation Engineers (SPIE). [DOI: 10.1117/1.4748948]
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1 Introduction

Diffuse reflectance measurements provide a method to noninvasively characterize the physical composition of biological tissue with known sensitivities to the concentration of chromophores (e.g., hemoglobin and melanin) as well as scattering structures as small as tens of nanometers in size. Typically, models of diffuse reflectance neglect the presence of birefringent materials due to the assumption that their contribution to the measured signal should be small. Yet, biological tissue contains a large number of structures which exhibit either linear birefringence due to structural alignment (e.g., lipid bilayers, collagen fibers, and muscle fibers) or circular birefringence, also known as optical activity, due to the presence of chiral molecules (e.g., glucose and certain amino acids). Because of the common presence of such substances in biological tissue, it is plausible that in general their effects should not be neglected. Wang et al. were the first to model the effect of linear birefringence on the shape of the spatial reflectance profile using Monte Carlo simulation. Their results demonstrate alterations occurring at subdiffusion length-scales where information about the scattering phase function is preserved. As such, CBS can be used to quantify the absorption coefficient $\mu_a$, the scattering coefficient $\mu_s$, the anisotropy factor $g$, as well as a second shape parameter of the phase function $D$ using a single spectral measurement. Combining these sensitivities with the ability to selectively interrogate different layers of tissue through implementation of a partial spatial coherence source, CBS has become a promising technique for the characterization and detection of colorectal and pancreatic cancers.

In order to accurately characterize a tissue sample using CBS, it is necessary to understand the dependencies of the peak shape on tissue structural composition. While various analytical formalisms have been developed to describe the CBS peak shape for different sample properties, each of these calculations rely on simplifying assumptions (e.g., scalar approximation or double scattering), which cannot fully describe the complex sensitivities of the CBS peak. As a more rigorous but time-consuming alternative, polarized light Monte Carlo simulations give results that are in experimental agreement provided that a sufficient number of photon realizations are computed and the underlying model accurately describes the medium under observation. Numerous
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Monte Carlo codes have been developed to simulate CBS in a wide variety of different materials. Of particular importance for this paper are CBS codes that have been developed to model and calculate tissue optical properties \[E\] electric field tracking codes, and codes that implement the semi-analytical approach (also known as the partial photon technique). In this paper, we have developed a polarized light Monte Carlo algorithm written in the C programming language that tracks the progression of the electric field in scattering and absorbing media containing birefringent materials. This code enables the modeling of tissue as a statistically homogeneous continuous random media under the Whittle-Matérn model or an analytical solution is either difficult or impossible to derive. The basic structure of a light Monte Carlo code is well known. For ease of operator use and data processing, a graphical user interface (GUI) written in MATLAB is used to interact with the underlying C code. In addition, speed improving techniques using message passing interface (MPI) for parallel computing and the semi-analytical approach are employed.

The paper is organized as follows: In Sec. 2 we first provide a summary of the theoretical origin of the CBS peak. We then discuss the methodologies used to compute the coherent spatial reflectance profile, including the computation of the amplitude scattering matrix and Jones N-matrix for implementation of birefringence. In Sec. 3 we describe the methods used in our software to provide improved computational speed, accuracy, and usability. Finally, in Sec. 4 we provide demonstrations of results from our simulations first for purely scattering media and second, for media containing both scattering and linear birefringence.

2 Theory

2.1 Coherent Backscattering

Detailed discussion of the nature of the CBS phenomenon can be found in a number of different publications. Briefly, the experimentally measurable CBS peak shape \(I_{CBS}(\theta_s, \theta_t)\) is the Fourier transform of the product of four functions:

\[
I_{CBS}(\theta_s, \theta_t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p(x_s, y_s) \cdot pc(x_s, y_s) \cdot s(x_s, y_s) \cdot c(x_s, y_s)e^{i(k_x \sin \theta_s - k_y \sin \theta_t)} dx_s dy_s, \tag{1}
\]

where function \(p(x_s, y_s)\) is the spatial impulse-response of multiply scattered light in the exact backscattering direction (i.e., antiparallel to the incident direction), function \(pc(x_s, y_s)\) is the degree of phase correlation between the forward and reverse path of all rays exiting at a particular \((x_s, y_s)\) separation, function \(s(x_s, y_s)\) is a modulation due to a finite illumination spot size, and function \(c(x_s, y_s)\) is a modulation due to finite spatial coherence of the illumination. Functions \(p(x_s, y_s)\) and \(s(x_s, y_s)\) assume values between 0 and 1, while functions \(pc(x_s, y_s)\) and \(c(x_s, y_s)\) assume values between \(-1\) and \(1\). Note that in the above notations, the subscript \(s\) indicates a relative separation between any two points (i.e., \(x_s = x_2 - x_1\)).

Within the Fourier integral of Eq. (1), functions \(p(x_s, y_s)\) and \(pc(x_s, y_s)\) represent sample dependent properties that we will simulate numerically using electric field Monte Carlo while functions \(s(x_s, y_s)\) and \(c(x_s, y_s)\) are instrumental properties that can be found analytically as follows: Function \(s(x_s, y_s)\) can be calculated as the normalized autocorrelation of the spatial illumination intensity distribution \(A(x, y)\) incident on the scattering sample.

\[
s(x_s, y_s) = \frac{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A(x, y)A(x-x_s, y-y_s) dx dy}{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A^2(x, y) dx dy}. \tag{2}
\]

Under the assumptions of the van Cittert-Zernike theorem, function \(c(x_s, y_s)\) can be calculated as the normalized Fourier transform of the angular intensity distribution \(I(\theta_s, \theta_t)\) of light incident on the scattering sample.

\[
c(x_s, y_s) = \frac{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} I(\theta_s, \theta_t) e^{i(k_x \sin \theta_s + k_y \sin \theta_t)} d\theta_s d\theta_t}{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} I(\theta_s, \theta_t) d\theta_s d\theta_t}. \tag{3}
\]

Equations for functions \(s(x_s, y_s)\) and \(c(x_s, y_s)\) are presented here for completeness. However, in the remainder of this paper we will focus on the shapes of functions \(p(x_s, y_s)\) and \(pc(x_s, y_s)\) which are calculated using our Monte Carlo code. Numerical MATLAB calculation of functions \(s(x_s, y_s)\) and \(c(x_s, y_s)\) using top-hat distributions for functions \(A(x, y)\) and \(I(\theta_s, \theta_t)\), respectively, are posted on our laboratory website.

2.2 Numerical Calculation of Functions \(p(x_s, y_s)\) and \(pc(x_s, y_s)\) with Monte Carlo

Electric field Monte Carlo simulations provide a numerical solution to the vector radiative transport equation in situations where an analytical solution is either difficult or impossible to derive. The basic structure of a light Monte Carlo code is well known. In brief, photons are first injected into a material and allowed to propagate according the material properties until the photon is either absorbed or exits the medium. Along the way, the polarization state of each photon is tracked and any number of parameters characterizing light propagation (e.g., reflectance, absorbance, time of flight, etc.) can be calculated.

For simulation of CBS, the interference between time-reversed photon path-pairs must be considered. One way to rigorously treat this coherence property is using the Jones calculus formalism to track the evolution of the electric field as it encounters optical components (e.g., polarizers), refractive index contrasts that induce scattering, and birefringent materials. In our simulations, which use a heavily modified version of the Stokes vector meridian plane Monte Carlo code written by Ramella-Roman et al., the electric field undergoes four linear transformations for each scattering event:

\[
\begin{bmatrix}
E'_{\parallel} \\
E'_{\perp}
\end{bmatrix} = \begin{bmatrix}
\cos \gamma & \sin \gamma \\
-\sin \gamma & \cos \gamma
\end{bmatrix} \begin{bmatrix}
m_1 & m_4 \\
m_3 & m_2
\end{bmatrix} \times \begin{bmatrix}
S_2(\theta, \phi) & S_3(\theta, \phi) \\
S_4(\theta, \phi) & S_1(\theta, \phi)
\end{bmatrix} \begin{bmatrix}
\cos \phi - \sin \phi \\
\sin \phi & \cos \phi
\end{bmatrix} \begin{bmatrix}
E_\parallel \\
E_\perp
\end{bmatrix}, \tag{4}
\]

\[
\vec{E}' = \textbf{R}(\gamma)\textbf{MS}(\theta, \phi)\vec{E}. \tag{5}
\]

where \(\textbf{R}(\phi)\) is a rotation from the meridian plane into the scattering plane, \(\textbf{S}(\theta, \phi)\) is the amplitude scattering matrix, \(\textbf{M}\) is the transformation due to propagation through birefringent media, and \(\textbf{R}(\gamma)\) is a rotation from the scattering plane back into the meridian plane. Note that the notation for the elements of matrices \(\textbf{S}(\theta, \phi)\) and \(\textbf{M}\) follow the conventions of van de Hulst and Jones, respectively. Computation of the matrix elements of \(\textbf{S}(\theta, \phi)\) and \(\textbf{M}\) will be discussed in the following two subsections.
For a multiple scattering sample, the transformations in Eq. (4) accumulate for each scattering event until the light escapes from the medium:
\[
\dot{E}' = R_n(-\gamma)M_nS_n(\theta, \phi)R_n(\phi) \cdot \cdot \cdot M_1S_1(\theta, \phi)R_1(\phi)\dot{E};
\]
\[
\dot{M}\dot{E},
\]
where the subscript in Eq. (4) indicates the numbers of scattering events and \(\dot{M}\) is the effective complex scattering matrix for a ray scattered \(n\) times. Each matrix element of \(\dot{M}\) can assume an infinite number of different complex values depending on the sample composition, geometry, and photon visitation history.

Generalizing the matrix \(\dot{M}\) for the forward propagating path (denoted with subscript \(\odot\)) we can write:
\[
\dot{M}_\odot = \begin{bmatrix}
a_+ + ia_+ & b_+ + ib_+ \\
c_+ - ic_+ & d_+ - id_+
\end{bmatrix},
\]
where \(a, b, c,\) and \(d\) are arbitrary variables with subscripts indicating the real \((r)\) and imaginary parts \((i)\) of each term. In simulations of CBS, it is necessary to find both the forward propagating and reverse propagating (denoted with subscript \(\odot\)) matrices in order to accurately calculate the degree of interference between the two rays. Fortunately, once we have calculated \(\dot{M}_\odot, \dot{M}_\otimes\) can be found trivially according to the reciprocity theorem as:
\[
\dot{M}_\otimes = \begin{bmatrix}
a_+ + ia_+ & -c_+ - ic_+ \\
-b_+ - ib_+ & d_+ - id_+
\end{bmatrix}.
\]

After \(\dot{M}_\odot\) and \(\dot{M}_\otimes\) have been calculated, the electric fields exiting the medium for the forward and reverse paths can be found by multiplying the matrix \(\dot{M}\) by the Jones matrix for the incident polarizer, \(P_{\text{incident}}\):
\[
\dot{E}_\odot = \dot{M}_\odot P_{\text{incident}}\dot{E}, \quad \dot{E}_\otimes = \dot{M}_\otimes P_{\text{incident}}\dot{E}.
\]

In order to calculate function \(p(x_s, y_s)\), we first convert \(\dot{E}_\odot\) into observable intensities specified by the Stokes parameters:
\[
I = E_1E_0^* + E_1^*E_0, \quad Q = E_1E_0^* - E_1^*E_0, \\
U = E_1^*E_0 + E_1E_0^*, \quad V = i(E_1E_0^* - E_1^*E_0).
\]

The unnormalized function \(p(x_s, y_s)\) can then be found for various polarization channels by incoherently summing the appropriate combination of Stokes parameters for the forward propagating path over all multiply scattered photon realizations exiting in the exact backscattering direction. In our simulations, we calculate function \(p(x_s, y_s)\) for four different polarization channels: linear co-polarized \(xx\), linear cross-polarized \(xy\), helicity preserving \(++\), and orthogonal helicity \(+-\). These can be found as:
\[
p_{xx}(x_s, y_s) = \sum_n W \cdot \left[1 + Q(x_s, y_s)/I(x_s, y_s)\right],
\]
\[
p_{xy}(x_s, y_s) = \sum_n W \cdot \left[1 - Q(x_s, y_s)/I(x_s, y_s)\right],
\]
\[
p_{++}(x_s, y_s) = \sum_n W \cdot \left[1 + V(x_s, y_s)/I(x_s, y_s)\right],
\]
\[
p_{+-}(x_s, y_s) = \sum_n W \cdot \left[1 - V(x_s, y_s)/I(x_s, y_s)\right],
\]
where \(W\) is the photon weight and \(n\) is the number of photons. In addition to scoring the intensities in Cartesian coordinates, we also score the intensities as \(p(r_s, z)\) where \(r_s\) is the exit radius and \(z\) is the maximum penetration depth. Mathematically, these grids are related by \(p(r_s, z) = \iint_0^z p(x = r_s \cos \phi, y = r_s \sin \phi, z) \, df\phi\).

In order to maintain conservation of energy, we score all photons that exit outside of our grid or are single scattered in the peripheral pixels of each grid. In this paper, we normalize function \(p(x_s, y_s)\) such that the integral over all spatial coordinates plus the single scattered intensity for unpolarized light equals 1:
\[
\iint_{-\infty}^{\infty} p_{oo}(x_s, y_s) \, dx_s \, dy_s + SS_{oo} = 1,
\]
where the subscript \(oo\) indicates unpolarized illumination and collection and \(SS\) is the single scattered intensity. In terms of the component polarizations, we can calculate the unpolarized case by summing the four components: \(p_{oo} = p_{xx} + p_{xy} + p_{yx} + p_{yy}\).

Since CBS is a coherence phenomenon, it is required that both the polarization and phase of the time-reversed photon path-pairs are the same in order for interference to occur. As a result, function \(p(x_s, y_s)\) is never independently measurable using CBS and instead can only be measured as the product of \(p(x_s, y_s) \cdot pc(x_s, y_s)\). One caveat of this statement is that for the polarization preserving channels (e.g., \(xx\) and \(++\)), the reciprocity theorem requires that the forward and reverse propagating paths exit with the same accumulated phase and \(pc(x_s, y_s) = 1\). For the polarization nonpreserving channels (e.g., \(xy\) and \(+-\)) the degree of coherence DOC for a single time-reversed pair is found as:
\[
\text{DOC} = \frac{2Re(E_\odot(x_s, y_s)E_\otimes^*(x_s, y_s))}{|E_\odot(x_s, y_s)|^2 + |E_\otimes(x_s, y_s)|^2},
\]
The product of functions \(p(x_s, y_s) \cdot pc(x_s, y_s)\) for the orthogonal polarization channels is then found as:
\[
\begin{align*}
p_{xy}(x_s, y_s) \cdot pc_{xy}(x_s, y_s) &= \sum_n W \cdot \text{DOC}_{xy} \cdot [1 - Q(x_s, y_s)/I(x_s, y_s)], \\
p_{++}(x_s, y_s) \cdot pc_{++}(x_s, y_s) &= \sum_n W \cdot \text{DOC}_{++} \cdot [1 - V(x_s, y_s)/I(x_s, y_s)].
\end{align*}
\]

2.3 Computation of the Amplitude Scattering Matrix \(S(\theta, \phi)\) and Phase Function \(P(\theta, \phi)\)

The amplitude scattering matrix \(S(\theta, \phi)\) and phase function \(P(\theta, \phi)\) in Eq. (5) succinctly summarizes the effects that a single scattering event has on
the transformation of the incident electric field. For an arbitrary scattering media, each of the four matrix elements is independent of the others and are a function of both the polar angle \( \theta \) and the azimuthal angle \( \phi \). However, a number of simplifications to the elements of \( S(\theta) \) can be made through knowledge about the geometry and composition of the scattering material. In media composed of spherically symmetrical scatterers (e.g., spheres or statistically homogeneous random media), the matrix elements \( S_1 \) and \( S_2 \) are identically equal to zero and the matrix elements \( S_1 \) and \( S_2 \) are solely functions of \( \theta \). In this paper, we implement two spherically symmetrical models for the composition of the scattering material: first, discrete spheres and second, statistically homogeneous continuous random media with refractive index distributions specified by the Whittle-Matérn family of correlation functions.\[\text{Eq. 13}\]

### 2.3.2 Continuous random media—Born approximation

The Born approximation, also known as Rayleigh-Gans-Debye theory, provides a simplification to scattering theory which enables solutions for otherwise intractable problems (e.g., scattering in continuous random media). Provided that the fluctuations in refractive index are sufficiently weak such that the phase shift of the incident wave is small, we can approximate the total field within the scattering medium as the incident field. The scattered field can then be computed as the coherent summation of the dipole scattering pattern from each position within the medium. In the following paragraphs, we begin by describing the calculation of the scattering amplitude matrix under the Born approximation. We then apply these calculations to computation of scattering for a continuous random medium defined under the Whittle-Matérn model.

The scattering amplitude matrix for an infinitesimal dipole can be found as:\[\text{Eq. 14}\]

\[ dS(\theta) = -ik^3 \cdot d\alpha \cdot \begin{bmatrix} \cos \theta & 0 \\ 0 & 1 \end{bmatrix}, \]

where \( d\alpha \) is the differential polarizability and \( k \) is the wavenumber. For weak refractive index contrast \( d\alpha \), can be approximated as:

\[ d\alpha \approx \frac{n_\Delta}{2\pi} dV, \]

where \( n_\Delta \) is the excess refractive index within the differential volume \( dV \) relative to the mean medium refractive index \( (n_{\text{medium}}/\theta_{\text{medium}}) - 1 \). To find the total scattered field for the ensemble scattering medium, we coherently sum the contribution from each dipole over the entire volume:

\[ S(\theta) = -ik^3 \cdot \int \frac{n_\Delta(r)}{2\pi} e^{ik\cdot\vec{r}} dV \cdot \begin{bmatrix} \cos \theta & 0 \\ 0 & 1 \end{bmatrix}, \]

where \( n_\Delta \) is the modified Bessel function of the second kind with order \( v \), \( l_c \) describes the length-scale of tissue heterogeneity, \( A_\alpha \) is the fluctuation strength, and \( D \) is a parameter which

\[ p(\theta) = S_{1\theta} + S_{2\theta} \cdot (Q_o \cos 2\phi + U_o \sin 2\phi) \]

\[ \frac{S_{1\theta}}{S_{2\theta}} = \frac{|S_{1\theta}|^2 + |S_{2\theta}|^2}{|S_{1\theta}|^2 - |S_{2\theta}|^2}. \]

where \( [I_o, Q_o, U_o, V_o] \) are the Stokes parameters for incident illumination and \( S_{1\theta} \) and \( S_{2\theta} \) are elements of the Mueller scattering matrix.

For a scattering media composed of discrete spherical particles, the matrix elements \( S_1(\theta) \) and \( S_2(\theta) \) can easily be calculated numerically according to Mie theory.\[\text{Eq. 15}\] In our simulation, we implemented a vectorized version of the Mie code written by Mätzler following the formalism put forth by Bohren and Huffman.\[\text{Eq. 16}\] Once the scattering amplitudes are calculated, the shape of the phase function \( P(\theta, \phi) \) can be determined as:

\[ P(\theta, \phi) = \frac{S_{1\phi} \cdot I_o + S_{2\phi} \cdot (Q_o \cos 2\phi + U_o \sin 2\phi)}{S_{1\theta} \cdot I_o + S_{2\theta} \cdot (Q_o \cos 2\phi + U_o \sin 2\phi) \sin \theta \sin \phi}. \]
determines the shape of the distribution (e.g., Gaussian, stretched exponential, exponential, and power law distributions). Implementation of the Whittle-Matérn model provides the flexibility to mimic the distributions of refractive index expected for a wide range of different biological tissue types. It should be noted that when \( D = 3 \), this model predicts a scattering phase function that is identical to the commonly used Henyey-Greenstein case. Figure 1(a) shows a three dimensional excess refractive index distribution for \( D = 3 \).

According to the convolution theorem, the random process \( n_\Delta(\vec{r}) \) is related to \( B_\Delta(r_j) \) and \( M_\Delta(r) \) by:

\[
B_\Delta(r_j) = \mathcal{F}^{-1}[|\mathcal{F}[n_\Delta(\vec{r})]|^2] = \mathcal{F}^{-1}[|\mathcal{F}[M_\Delta(r)]|^2], \tag{24}
\]

where the symbol \( \mathcal{F} \) indicates the Fourier transform operation. Inverting Eq. (24), we can derive \( M_\Delta(r) \):

\[
M_\Delta(r) = \frac{2\sqrt{2}\pi^{3/4}\sqrt{A_\Delta\Gamma(D/2)}}{\Gamma(D/4)r_0^{D/2}} \left( \frac{r}{r_0} \right)^{D/2} K_{D/2} \left( \frac{r}{r_0} \right). \tag{25}
\]

It should be noted that \( M_\Delta(r) \) is a statistical function that provides the same information as \( B_\Delta(r_j) \) but allows for the calculation of the scattered electric field needed for electric field Monte Carlo. One caveat of the previous statement is that the phase information is not represented and so we can only correctly calculate the modulus of function \( |f| \) unaffected by this distinction. Performing the integrations in Eqs. (22) and (23), under the Whittle-Matérn model function \( |f| \) can be found as:

\[
|f(k_i)| = (1 + k_0^2l_0^2)^{-D/4}. \tag{26}
\]

Equation (26) is an accurate estimate of scattering provided \( \sigma_n^2(k_l) \ll 1 \).

Figure 1 provides a numerical validation of our treatment of scattering using function \( M_\Delta(r) \). Figure 1(a) shows a three dimensional random medium generated using a publicly available code for \( D = 3 \). Using this medium, we calculated function \( |f| \) by numerically computing the modulus of the three-dimensional (3-D) Fourier transform in Eq. (25). Rotationally averaging the resulting function, and finally normalizing by the first point. Figure 1(b) shows a close match between this numerically calculated function and the analytical result from Eq. (26).

### 2.4 Computation of the Jones \( M \)-Matrix for Implementation of Birefringence

A number of biological tissues exhibit some combination of linear birefringence due to structural alignment and optical activity due to the presence of chiral molecules. Since the matrix transformations of the electric field are noncommutative, the order in which these effects are applied can potentially alter the observable signal. In this paper, we assume a stochastic medium in which there is no preferential order for the effects of linear birefringence and optical activity. In order to combine these effects into a single matrix operation, the Jones \( N \)-matrix formalism can be utilized.

The Jones \( N \)-matrix represents the transformation of the electric field for an infinitesimally small propagation path length \( ds \). Following the derivation by Jones, this enables the combination of multiple polarization-altering effects (e.g., birefringence and dichroism) into a single \( M \)-matrix which represents a transformation over the entire path length. The \( N \)-matrix for a specimen containing both linear birefringence and optical activity can be written as:

\[
N = \left( \frac{d\mathbf{M}}{ds} \right) \mathbf{M}^{-1} = \begin{bmatrix}
    n_3 & n_4 \\
    n_5 & n_2
\end{bmatrix} = \begin{bmatrix}
    i \cdot g_0 & \omega \\
    \omega & -i \cdot g_0
\end{bmatrix}, \tag{27}
\]

where the elements \( \pm i \cdot g_0 \) represent changes in the phase between the two orthogonal linear polarization states that occurs due to linear birefringence and the elements \( \pm \omega \) represent rotations of polarization state due to optical activity.

The parameter \( g_0 \) can be found as:

\[
g_0 = \frac{\pi}{\lambda} \Delta n_b(\theta_b), \tag{28}
\]

where \( \lambda \) is the wavelength of light within the medium and \( \Delta n_b \) is dependent on the ordinary refractive index \( n_o \), the extraordinary refractive index \( n_e \), and the angle between the photon trajectory and the optic axis \( \theta_b \).
\[
\Delta n_b (\theta_b) = \frac{n_n n_e}{\sqrt{n_n^2 \cos^2 \theta_b + n_e^2 \sin^2 \theta_b}} - n_o. \tag{29}
\]

The photon trajectory is defined by the direction cosine \( \hat{e}_{\text{prop}} \) and the optic axis by the “birefringence unit vector” \( \hat{b} \). In order to describe a particular material’s media property (which must be independent of \( \theta_b \)), we will refer to its value of \( \Delta n_{b, \text{max}} = \Delta n_b (\pi/2) = n_e - n_o \).

The parameter \( \omega \) can be found as the product of the chiral molecule’s specific rotation \( [\alpha]_\rho^T \) at temperature \( T \) (degrees Celsius) and its concentration \( \rho \):

\[
\omega = [\alpha]_\rho^T \cdot \rho. \tag{30}
\]

Both \( g_0 \) and \( \omega \) are calculated in units of radians per centimeter.

The \( M \)-matrix elements corresponding to the convention in Eq. (4) can be calculated for a given path length \( s \) as:

\[
\begin{align*}
m_1 &= i \cdot g_0 \frac{\sin(Q_N \cdot s)}{Q_N} + \cosh(Q_N \cdot s), \\
m_2 &= -i \cdot \frac{\sin(Q_N \cdot s)}{Q_N} + \cosh(Q_N \cdot s), \\
m_3 &= \frac{\sin(Q_N \cdot s)}{Q_N}, \\
m_4 &= -\frac{\sin(Q_N \cdot s)}{Q_N},
\end{align*}
\]

where \( Q_N \) is found as:

\[
Q_N = \sqrt{-g_0^2 - \omega^2}. \tag{32}
\]

As defined in Eq. (11), the \( M \)-matrix elements must first be rotated by an angle \( \beta \) to a reference frame in which the parallel component of the electric field \( \hat{e}_x \) is aligned with the maximum refractive index difference \( \hat{b}' \) before application to Eq. (4). Wood et al. provide a nice discussion and schematic of the steps involved in this rotation. Mathematically, the vector \( \hat{b}' \) can be found as \( \hat{b}' = \hat{e}_{\text{prop}} \times (\hat{b} \times \hat{e}_{\text{prop}}) \). The angle \( \beta \) can then be found by vector multiplication between \( \hat{e}_{\text{prop}} \) and \( \hat{b}' \). The properly rotated \( M \)-matrix is then found as:

\[
M = \begin{bmatrix}
\cos(\beta) & -\sin(\beta) \\
\sin(\beta) & \cos(\beta)
\end{bmatrix}
\begin{bmatrix}
m_1 & m_4 \\
m_3 & m_2
\end{bmatrix}
\begin{bmatrix}
\cos(\beta) & \sin(\beta) \\
-\sin(\beta) & \cos(\beta)
\end{bmatrix}.
\]

\[
\tag{33}
\]

3 Materials and Methods

The general details of meridian plane Monte Carlo simulations as well as an open source code are discussed in the publication by Ramella-Roman et al. Here, we implement a heavily modified version of this code to model a pencil beam normally incident on a nonabsorbing semi-infinite medium with refractive index matching at the boundary. The rationale for assuming index matching at the boundary is the excellent agreement between such a code and experimental measurements. The collection geometry to model \( p(x_s, y_s) \) is a square grid with \( x \) and \( y \) resolution of \(-0.01 \cdot \mu_m \) and extent ranging from \(-5 \cdot \mu_m \) to \( 5 \cdot \mu_m \) in both \( x \) and \( y \). Additionally, \( p(r_x, z) \) is recorded as a square grid with \( r_x \) and \( z \) resolution of \(-0.01 \cdot \mu_m \) and extent ranging from \( 0 \) to \( 5 \cdot \mu_m \) in both \( r_x \) and \( z \). As a reminder, both \( p(x_s, y_s) \) and \( p(r_x, z) \) record only photons that exit the medium exactly in the direction of the surface unit normal vector (i.e., antiparallel to the incident pencil beam with numerical aperture = 0).

In addition to the theoretical formalisms for scattering in continuous random media and propagation in birefringent materials discussed in Sec. 2, we have implemented three major speed and usability improvements to our Monte Carlo code. These include the implementation of, first, the semi-analytical approach, second, a message passing interface (MPI), and third, a graphical user interface (GUI) written in MATLAB.

3.1 Semi-Analytical Approach

In order to accurately model CBS, function \( p(x_s, y_s) \) must be calculated for reflected light that is antiparallel to the incident direction. However, under the traditional Monte Carlo approach, only an infinitesimally small number of photons will exit the scattering medium exactly in this direction. As a result, in order to achieve any computational efficiency, it is necessary to collect all photons that exit the medium within some finite collection angle around the backscattering direction. Unfortunately, this generates a trade-off between computational accuracy and efficiency since the spatial distribution of light reflected at different angles is not constant. As a compromise, previous publications have found that collection of photons exiting the medium within an angle of 10 degrees around the backscattering direction produces no noticeable deviations from the theoretical shape of function \( p(x_s, y_s) \). Still, under the traditional approach only a relatively small number of the total photons contribute to the final result.

In order to improve the computational efficiency of the traditional approach to Monte Carlo simulations, we implement the semi-analytical approach (also known as the partial photon technique). Using this method, a portion of scattered intensity is collected after a photon reaches each new position within the medium. This “partial photon” intensity \( \mathcal{I}_{\text{partial}} \) is calculated by multiplying the probability that the photon is scattered in the direction of the surface \( F(\theta_s, 0) \) by the probability that it will reach surface according to the Beer-Lambert law \( e^{-\mu_s \cdot \rho \cdot z} \):

\[
\mathcal{I}_{\text{partial}} = F(\theta_s, 0) \cdot e^{-\mu_s \cdot \rho \cdot z}, \tag{34}
\]

where \( \theta_s \) is the angle between \( \hat{e}_{\text{prop}} \) and the surface normal vector and \( z \) is the distance to the surface. Modifying Eq. (11) under the semi-analytical approach, we find function \( p(x_s, y_s) \) for different the polarization channels as:

\[
\begin{align*}
p_{xx}(x_s, y_s) &= \sum_n I_{\text{partial}} \cdot W \cdot [1 + Q(x_s, y_s)/I(x_s, y_s)], \\
p_{xy}(x_s, y_s) &= \sum_n I_{\text{partial}} \cdot W \cdot [-Q(x_s, y_s)/I(x_s, y_s)], \\
p_{+x}(x_s, y_s) &= \sum_n I_{\text{partial}} \cdot W \cdot [1 + V(x_s, y_s)/I(x_s, y_s)], \\
p_{-x}(x_s, y_s) &= \sum_n I_{\text{partial}} \cdot W \cdot [-V(x_s, y_s)/I(x_s, y_s)].
\end{align*}
\]

Where the index of summation \( n \) now represents the number of scattering events. The product of functions \( p(x_s, y_s) \cdot p_c(x_s, y_s) \) for the orthogonal polarization channels can be found in analogy with Eq. (35) as:
Scoring photons in this way enables both computational efficiency through collection of information at each scattering event and accuracy through collection of intensity in the exact backscattering direction.

Figure 4 shows a visual comparison of the noise level between the semi-analytical (panel a) and traditional (panel b) technique in a Rayleigh scattering sample simulated for the xx polarization channel. Figure 4(c) compares the $p_{xy}(r_s, \mu'_s)$ and $p_{xy}(z, \mu'_s)$ distributions achieved by summing $p_{xy}(r_s, \mu'_s, z, \mu'_s)$ over rows and columns, respectively. Note that since $p(r, z)$ scales linearly with the reduced scattering coefficient $\mu'_s = 1/l'_s$, we show each distribution as a function of the dimensionless parameters $r_s \cdot \mu'_s$ and $z \cdot \mu'_s$. Quantitative comparison of the computational efficiency between the two techniques is shown in Fig. 4(d) and calculated by taking the ratio of the number of traditional photons over the number of semi-analytical photons needed to achieve the same simulation noise level. For isotropic scattering (i.e., $g = 0$), the semi-analytical approach is an exceptional 200 times faster than the traditional approach. The efficiency of the semi-analytical approach decreases for increasing anisotropy factor, but remains superior for values of $g < 0.96$ (which encompasses the majority of tissue types). In order to ensure optimal efficiency for each simulation, our code scores photons using both the traditional and semi-analytical technique.

### 3.2 MPI Implementation

One of the computational benefits of performing Monte Carlo simulations is that the noise level scales inversely with the number of recorded photons. Due to the stochastic nature of the Monte Carlo method, information from each photon is independent and calculations from an indeterminate number of processors can be linearly combined to reduce the noise variance. In order to take advantage of this capability, we have implemented MPI into our simulations. This allows multiple processors to independently calculate a predetermined number of photon histories, and subsequently combine the results after each processor has finished. A simulation of Rayleigh scattering for $10^8$ photons on a dual quadcore workstation (2.1 GHz AMD Opteron Processor 2352) can be run in less than 1.5 h.

### 3.3 MATLAB GUI

Within the engineering community, MATLAB is the preferred platform on which to analyze data. However, to perform highly repetitive calculations in the minimum amount of time, the C

$$
\begin{align*}
\rho_{xy}(x_s, y_s) \cdot p_{c_{xy}}(x_s, y_s) &= \sum_n l_{\text{partial}} \cdot W \cdot \text{DOC}_{xy} \\
&\cdot \left[ 1 - Q(x_s, y_s)/I(x_s, y_s) \right], \\
\rho_{+-}(x_s, y_s) \cdot p_{c_{+-}}(x_s, y_s) &= \sum_n l_{\text{partial}} \cdot W \cdot \text{DOC}_{+-} \\
&\cdot \left[ 1 - V(x_s, y_s)/I(x_s, y_s) \right].
\end{align*}
$$

(36)
programming language is advantageous. In order to combine the usability of MATLAB and speed of C code, we have implemented a software program that integrates these two environments. User interaction with the simulation is carried out through the MATLAB GUI shown in Fig. 3. After specifying the desired parameters, a simulation can be imported into a C code environment for rapid calculation of functions $p(x_s, y_s)$ and $pc(x_s, y_s)$ on multiple processors with a single button click. After the simulation is completed, all relevant data is automatically compiled and saved into a single MATLAB format file under a user specified file name.

The MATLAB GUI consists of three main panels used to specify the relevant simulation parameters. The panel in Fig. 3(a) allows the user to specify the general Monte Carlo parameters such as illumination polarization, photon and processor numbers, optical coefficients $\mu_r^2$ and $\mu_a$, as well as grid size and discretization. The panel in Fig. 3(b) enables simulations to be carried out using either a discrete sphere model under Mie Theory or a continuous distribution of refractive index under the Whittle-Matérn model as described in Sec. 2.3. The panel in Fig. 3(c) allows the user to set birefringence parameters such as the ordinary and extraordinary refractive index, the optical rotation, and the birefringence unit vector. Additionally, the GUI provides the capability to plot a summary of the simulation data as well as export data to and compile data from a remote computer cluster. Further specific details on the operation of the GUI can be found in a user manual posted along with our code.

4 Results and Discussion

In this section, we provide demonstrations of the results of our simulation first for purely scattering samples and then for scattering samples containing linear birefringence. These results are presented in spatial coordinates rather than the conventional way of displaying CBS data in angular coordinates. The rationale for presentation in this way is that we believe understanding light transport in terms of spatial coordinates is more intuitive than in angular coordinates. Although CBS measurements must be acquired in angular coordinates, according to Eq. (1) a simple inverse Fourier transform of these results provides easily interpretable information about how light is transported through biological tissue. Additionally, we would like to stress the comparison between CBS and conventional diffuse reflectance measured in the exact backscattering direction.

4.1 Trends for Purely Scattering Samples

For any particle form factor (spheres, continuous random media, etc.), the shape of the differential scattering cross-section converges to that of Rayleigh scattering when the characteristic length-scale of the particle is much smaller than the wavelength of illumination. Because of this common thread between all scattering form factors, we begin by analyzing the shape of the CBS peak for Rayleigh scattering.

One way to quantify the shape of the CBS peak is through the enhancement factor $E$ or the relative height of the peak at $\theta = 0$ divided by the total unpolarized incoherent intensity. Mathematically, this can be found as:

$$E_\nu = \int_0^\infty p_\nu(r_s) \cdot pc(r_s) \, d(r_s),$$

where the subscript $\nu$ indicates the specific polarization channel under analysis (e.g., $xx, xy$, etc.). Note that the value calculated in Eq. (37) is for plane wave illumination with infinite spatial coherence length (i.e., $c(r_s) \cdot s(r_s) = 1$).

Table 1 contains a summary of the values of $E$ in the various polarization channels for nonabsorbing Rayleigh scatterers with index matching at the boundary and results rounded to the fourth decimal place. Comparison with the benchmark values calculated by Mishchenko as well as Amic et al. using two separate numerical techniques show errors below 2% in each case. Additionally, the value of $E_{xx}$ is in agreement with a Monte Carlo code which takes an alternative semi-analytic approach. We note that the values given in Refs. 35 and 36 are converted into the normalization used in this paper before display in Table 1.

In the idealized scalar case $E$ would be exactly equal to 1, meaning that the coherent intensity is the same magnitude as the incoherent intensity. However, for real electromagnetic waves $E_{oo}$ is less than 1 due to first, single scattering and second, partially reversible photon paths (i.e., paths in which $\text{DOC} \neq 1$). For the $xx$ and $++$ polarization preserving channels, function $pc(r_s)$ is identically equal to 1. Because of this, $E_{xx}$ and $E_{++}$ are nearly one quarter of the total unpolarized incoherent intensity. For the $xy$ and $--$ orthogonal polarization

Table 1 Values of $E$ in various polarization channels for nonabsorbing Rayleigh scatterers with index matching at the boundary. The values given in Refs. 35 and 36 are converted into the normalization used in this paper before display.

<table>
<thead>
<tr>
<th></th>
<th>Mishchenko</th>
<th>Our simulation</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{oo}$</td>
<td>0.5368</td>
<td>0.5374</td>
<td>0.1094</td>
</tr>
<tr>
<td>$E_{xx}$</td>
<td>0.2479</td>
<td>0.2479</td>
<td>-0.0344</td>
</tr>
<tr>
<td>$E_{++}$</td>
<td>0.1908</td>
<td>0.1896</td>
<td>-0.0615</td>
</tr>
<tr>
<td>$E_{xy}$</td>
<td>0.0205</td>
<td>0.0208</td>
<td>1.8512</td>
</tr>
<tr>
<td>$E_{--}$</td>
<td>0.0776</td>
<td>0.0791</td>
<td>1.9029</td>
</tr>
</tbody>
</table>
channels, $E_{xx}$ and $E_{++}$ are greatly reduced due to the decay of function $pc$ at large values of $r_s$.

As the characteristic length-scale of the particle approaches the wavelength of illumination, the specific scattering form factor begins to dominate the shape of the differential scattering cross-section. Under Mie theory, the characteristic length-scale is the radius of the spherical particle, $a$. Figure 4 shows $E$ as a function of the dimensionless size parameter $ka$. Figure 4(a) shows these trends for a scattering medium with a relative refractive index $m = n_{\text{sphere}}/n_{\text{medium}}$ corresponding to polystyrene microspheres suspended in water. For very small $ka$, the results converge to the values of Rayleigh scattering given in Table 1. As $ka$ increases, the trends in each polarization channel exhibit an oscillatory pattern due to the spherical form factor. Interestingly, the trends shown in Fig. 4 remain essentially the same with the reduced refractive index contrast shown in Fig. 4(b) and 4(c). From these results it can be concluded that refraction of the light wave within the scattering particle has a smaller effect on the shape of the CBS peak than the underlying spherical particle scattering form factor.

The Whittle-Matérn model, the characteristic length-scale is the parameter $l_c$. Figure 4 shows $E$ as a function of the dimensionless parameter $kl_c$ for various values of $D$. Similar to the Mie theory results above, for very small $kl_c$ the values converge to those of Rayleigh scattering. For larger values of $kl_c$, $E$ exhibits a smooth change trend due to the smoothly decaying form factor underlying scattering in the Whittle-Matérn model.

### 4.2 Effects of Birefringence

To demonstrate the general effects of biological birefringence on the shape of the CBS peak, we once again turn to the case of Rayleigh scattering. To study these effects within the biologically relevant regime, we performed simulations for values of $\Delta n_{b,max}$ ranging from 0 to $1 \times 10^{-3}$ with a birefringence unit vector oriented along the $x$-axis (i.e., $b = [1, 0, 0]$).

Figure 5 shows the effects of birefringence on the spatial reflectance profiles for linear polarized illumination and collection with the arrows indicating increasing values of $\Delta n_{b,max}$. Noting that $p_{xx} = 1$ for all length-scales, Fig. 5(a) demonstrates that the $p_{xx}$ and $p_{xy}$ distributions which would be measured using conventional incoherent techniques exhibit minimal sensitivity to the presence of birefringence. However, a noteworthy change in the coherent $p_{xy}$ distribution (measurable using CBS) occurs even for small values of $\Delta n_{b,max}$. The explanation for this observation is that the presence of birefringence reduces the reversibility of the path travelled by each multiply scattered photon, resulting in a more sharply decaying function $pc_{xy}$ shown in Fig. 5(b). Mathematically, the additional polarization rotations imparted by the presence of birefringence reduce the symmetry of the effective complex scattering matrix $\mathbf{M}_p$ and therefore cause the forward and reverse propagating rays to be less correlated with each other on average.

Figure 5 shows the effects of birefringence on the spatial reflectance profiles for circularly polarized illumination and collection with increasing $\Delta n_{b,max}$. Similar to the effect described for linear polarization, function $pc_{xy}$ shown in Fig. 5(b) is more strongly decaying for large values of $\Delta n_{b,max}$. This results in a strong attenuation of function $p_{+-}$ relative to function $p_{++}$ at large length-scales. Interestingly, for circular polarization both functions $p_{+-}$ and $p_{++}$ are altered at short length scales due to the presence of birefringence. The reason for this observation can be understood by considering the rotation of polarization that occurs due to birefringence prior to the first...
scattering event. As the circularly polarized photon enters the medium and propagates to the first scattering event, it encounters the birefringence material and becomes elliptically polarized. Thus, when the photon encounters the first scattering event, the shape of the scattering phase function is altered relative to the absence of birefringence case. Due to the full reversibility of the phase function, the larger the alteration in the phase function, the stronger the birefringence effect will occur at each scattering event. The degree of alteration in the shape of the phase function is directly related to the absorption of birefringence material and becomes elliptically polarized.

Effects of linear birefringence on the spatial reflectance profiles under linear polarized illumination and collection for a sample of Rayleigh scatterers. (a) The normalized intensity distributions $p_{xx}$ and $p_{xy}$ which are measurable using CBS. The dashed line indicates the shape of the incoherent $p_{z}$ distribution which is not directly measurable using CBS. Due to the full reversibility of the $xx$ polarization channel, $p_{xx} = 1$ for all length-scales. In both panels, the arrow indicates increasing $\Delta n_{b,max} = 0$, $4 \times 10^{-4}$, $7 \times 10^{-4}$, and $1 \times 10^{-3}$.

Effects of linear birefringence on the spatial reflectance profiles under circularly polarized illumination and collection for a sample of Rayleigh scatterers. (a) The normalized intensity distributions $p_{xx}$ and $p_{xy}$ which are measurable using CBS. The dashed line indicates the shape of the incoherent $p_{z}$ distribution which is not directly measurable using CBS. Due to the full reversibility of the $xx$ polarization channel, $p_{xx} = 1$ for all length-scales. In both panels, the arrow indicates increasing $\Delta n_{b,max} = 0$, $4 \times 10^{-4}$, $7 \times 10^{-4}$, and $1 \times 10^{-3}$.

Figure 7(B). For $\Delta n_{b,max} = 1 \times 10^{-3}$ (on the order of the highest value found in biological tissue), there is an approximately 10% increase in $E$ for the polarization preserving channels attributable mainly to the change in the shape of the phase function. On the other hand, in the orthogonal polarization channels $E$ decreases by $\sim 37\%$ for the $++$ channel and $\sim 50\%$ for the $xy$ channel due to the destruction of reversibility attributable to the presence of birefringence.

Figure 8 shows the comparison in the shape of $p(x_s, y_s) \cdot pc(x_s, y_s)$ between $\Delta n_{b,max} = 0$ (left column) and $\Delta n_{b,max} = 1 \times 10^{-3}$ (center column). The angular distribution shown in the right column is found by converting the Cartesian coordinates into polar coordinates, summing over radius, and normalizing by the mean. Each of the four rows corresponds to the polarization channel shown at the far right of the figure. Starting from the top row we show the $xx$, $++$, $xy$ and $--$ polarization channels. In the top row, we observe a minimal change in the shape of $p_{xx}(x_s, y_s)$, while in the second row the shape of $p_{++}$ is noticeably elongated along the $135^\circ / 315^\circ$ direction. The explanation for $++$ channel is that the incident right circular illumination becomes elliptically polarized along the 45- deg / 225- deg direction as it propagates.
Fig. 8 Alterations in the shape of $p(x_s, y_s) \cdot pc(x_s, y_s)$ due to birefringence for different polarization channels. To emphasize the shape of the various distributions, each image shows $\log_{10}(p(x_s, y_s) \cdot pc(x_s, y_s))$ in the same intensity scale. (Rows) Each row corresponds to the polarization channel specified on the far right of the figure: top row shows $xx$ polarization, second row shows $++$ polarization, third row shows $xy$ polarization, and the bottom row shows $+-$ polarization. (Columns) The left column shows the $\log_{10}(p(x_s, y_s) \cdot pc(x_s, y_s))$ distributions for $\Delta n_b;_{\text{max}} = 0$ and the middle column shows the distributions for $\Delta n_b;_{\text{max}} = 1 \times 10^{-3}$. The right column shows the angular distribution found by converting to polar coordinates, summing over radius, and normalizing by the mean.

Fig. 9 Changes in $E$ as a function of $\Delta n_b;_{\text{max}}$ for various polarization channels. (a) Trends of versus $E$. (b) Percent change in $E$ from the absence of birefringence case versus $\Delta n_b;_{\text{max}}$. 
through the birefringent crystal. This causes a decreased probability of scattering in the direction of the ellipticity (known as the dipole factor), which in turn results in more light intensity being scattered orthogonal to this direction. The direction of the elongation depends on the magnitude and sign of $\Delta n_{b,max}$ as well as the helicity of incident light. In the third row, the increased value of function $\Delta n_{b,max}$ shrinks the spatial extent of $p_{xy}(x_s, y_s) \cdot p_{xy}(x_s, y_s)$ due to a more strongly decaying function $p_{xy}(x_s, y_s)$ as described above. Finally, in the last row the shape of $p_{xy}(x_s, y_s) \cdot p_{xy}(x_s, y_s)$ is altered from a symmetric shape to an oblong “X” shape with increasing birefringence. The reason for this shape is the conversion of the incident circular light to an elliptical state that mimics the “X” pattern of the xy polarization channel.

5 Conclusions

In this paper, we presented the methodologies needed for performing rigorous electric field tracking Monte Carlo simulations of CBS in biological media containing birefringence. We began by reviewing the dependence of the angular CBS peak on the spatial reflectance profile. Next, we detailed the calculation of the scattering amplitude matrix for continuous random media under the Whittle-Matérn model and the calculation of the Jones N-matrix for light propagation in birefringent media. We then described the particular computational methods used to improve the speed and usability of our code. Using a dual quadcore workstation (2.1 GHz AMD Opteron Processor 2352), a simulation of Rayleigh scattering for $10^9$ photons can be run in less than 1.5 h. Future developments to our code can implement GPU acceleration and peer-to-peer networking to further improve the speed of our simulations.

Finally, we provided demonstrations of the results from simulations for purely scattering samples and samples containing scattering and linear birefringence. These simulation results demonstrate a strong dependence of the shape of the coherent spatial reflectance profile on polarization, illumination wavelength, scattering form factor, and degree of linear birefringence.

For samples containing linear birefringence, the shape of the coherent spatial reflectance profile was altered due to, first, changes in the shape of the phase function attributable to changes in polarization state and, second, a more quickly decaying function $p_{xy}(x_s, y_s)$ for the orthogonal polarization channels caused by loss of reversibility between the forward and reverse propagating rays. The change in the shape of the phase function causes the two circular polarization channels to exhibit large differences in azimuthal distribution, while for the two linear polarization channels the azimuthal distribution remains in large part the same. The loss of reversibility in the orthogonal polarization channels causes the enhancement factor to decrease by $\sim 37\%$ for the $+ -$ channel and $\sim 50\%$ for the $xy$ channel for a sample of Rayleigh scatterers with $\Delta n_{b,max} = 1 \times 10^{-3}$ and birefringence vector oriented along the $x$-axis.

The speed and usability of this software makes it ideal for studying the alteration in the shape of the CBS peak for different biological sample compositions. One application of this software will be to study early alterations in biological tissue caused by carcinogenesis. Recent work suggests that one harbinger of early carcinogenesis is a profound reorganization of the extracellular matrix which causes an alignment of the collagen fibers. This collagen fiber alignment results in an increase in the degree of birefringence which may be detectable using CBS. Our software will help elucidate the sensitivities of the CBS peak to nanoscale mass density fluctuations as well as levels of birefringence caused by extracellular matrix reorganization. While the results presented in this paper primarily focus on the CBS phenomenon, we note that these simulations are also accurate for conventional diffuse reflectance measurements in the backscattering direction.

Acknowledgments

This study was supported by National Institute of Health Grant Nos. RO1CA128641 and RO1EBO03682. A.J. Radosevich is supported by a National Science Foundation Graduate Research Fellowship under Grant No. DGE-0824162.

References