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Abstract. Cerebral Autoregulation, in clinical practice, is assessed by means of correlation or coherence analysis between mean arterial blood pressure (MABP) and cerebral blood flow (CBF). However, even though there is evidence linking cerebral autoregulation assessment with clinical outcome in preterm infants, available methods lack precision for clinical use. Classical methods, used for cerebral autoregulation, are influenced by the choice of parameters such as the length of the epoch under analysis and the choice of suitable frequency bands. The influence of these parameters, in the derived measurements for cerebral autoregulation, has not yet been evaluated. In this study, cerebral autoregulation was assessed using correlation, coherence, a modified version of coherence and transfer function gain, and phase. The influence of the extra-parameters on the final scores was evaluated by means of sensitivity analysis. The methods were applied to a database of 18 neonates with measurements of MABP and tissue oxygenation index (TOI). TOI reflects changes in CBF and was measured by means of near-infrared spectroscopy. © 2012 Society of Photo-Optical Instrumentation Engineers (SPIE). [DOI: 10.1117/1.JBO.17.11.117003]
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1 Introduction

Cerebral autoregulation is a mechanism used by the brain in order to maintain a constant cerebral blood flow (CBF) in the presence of changes in mean arterial blood pressure (MABP). This mechanism was first described in humans by Lassen.1 Studies of cerebral autoregulation have aimed to measure the coupling between MABP and CBF by means of linear and nonlinear techniques.2,3 Linear techniques were mostly studied; however, their clinical use is still restricted.4 Some studies of cerebral autoregulation in neonates point out a correlation between impaired cerebral autoregulation and clinical outcome, however, available methods lack of precision for its clinical use.5,5

There are several limitations to the use of cerebral autoregulation assessment in clinical practice. Reliable measurements of CBF are hard to obtain. Methods using ultrasound Doppler may produce variations in physiological parameters when used over longer periods of time, however, they are also highly sensitive to movement artifacts.6 Moreover, the lack of a gold standard in cerebral autoregulation complicates the validation of the methods used for its assessment. Near-infrared spectroscopy (NIRS) represents an attractive method for the noninvasive assessment of CBF and cerebral autoregulation. In these studies, cerebral oxygenation parameters are used as a parameter for CBF and mean arterial blood pressure (MABP) as a parameter of the cerebral perfusion pressure. With the classic near-infrared studies, using the Beer-Lambert law, oxygenated (HbO2) and deoxygenated hemoglobin (HbR) can be measured. Different studies showed a good correlation between HbD (HbD = HbO2 – HbR) and CBF.7 Tsjui et al. first described the coherence between HbD and MABP as a measure of cerebral autoregulation, provided that the oxygen saturation remained stable.8 A higher incidence of intraventricular bleedings was described in a group of prematures when the coherence was more than 0.5. This group also described the Passive Pressure Index (PPI) in a group of premature infants when the coherence was more than 0.77 was found between MABP and HbD, using transfer function analysis between the 0 and 0.04 Hz frequency band.9 A significant correlation was found between the PPI and intraventricular bleedings in premature infants.9 However, HbD remains a difficult parameter to measure continuously in a neonatal intensive care unit and, therefore, newer parameters measured with spatially resolved spectroscopy such as the tissue oxygenation index (TOI) and the regional oxygen saturation (rSO2) are used.10 TOI is calculated by [HbO2 / (HbO2 + HbR)] * 100(%) and represents the percentage of oxygenated hemoglobin present in the tissue. These parameters are absolute values and reflect the cerebral oxygenation. Recently, we demonstrated that TOI and rSO2 can be used instead of HbD to measure cerebral autoregulation.11 Wong et al. showed that changes in tissue oxygenation index (TOI), measured by means of NIRO 300 (Hamamatsu, Japan), correlate with changes in CBF in frequencies below 0.1 Hz.12
Considering this, NIRS represents an attractive method for the noninvasive assessment of CBF and cerebral autoregulation.\textsuperscript{13} Recently, the interest for the use of NIRS in the study of cerebral autoregulation has been increased.\textsuperscript{4,5,14,15} Wong et al. found a higher gain between MABP and TOI in the group of premature infants that was younger (PMA of 24 weeks) and had a higher mortality and incidence in serious intraventricular bleedings.\textsuperscript{3} Hahn et al. found a good correlation between the gain (in the group where the coherence was more than 0.5 between MABP and TOI) measured with NIRS and the autoregulatory capacity measured with Doppler flow in piglets.\textsuperscript{16}

Correlation has been used in order to quantify the strength of the relation between MABP and CBF after head injury.\textsuperscript{17} The first one using transfer function analysis for autoregulation assessment was Giller.\textsuperscript{18} Giller showed that patients with impaired autoregulation presented higher coherence coefficients. Coherence, as well as transfer function analysis, is a frequency based method. Transfer function analysis is based on the system identification framework where the system, in this case the mechanisms involved in cerebral autoregulation, is treated as a black box and the frequency response is calculated based on measurements of the input and the output, MABP and CBF, respectively.\textsuperscript{19} Coherence and transfer function analysis have also been used with NIRS signals in order to assess cerebral autoregulation.\textsuperscript{4,4} The core of transfer function analysis, and frequency based techniques, is the estimation of the power spectral and cross-spectral densities of the input and the output. This estimation is normally done using the Welch method.\textsuperscript{20} This method takes advantage of the stationarity of a signal in order to reduce the influence of the noise, the bias, and the variance in the spectrum estimation. However, if the signal presents nonstationarities, the estimation is biased. In addition, extra parameters are needed in order to estimate the power spectra, however, an arbitrary choice of these parameters can produce misleading results. In the literature, there is a lack of studies that investigate the influence of the selection of those parameters when used for cerebral autoregulation assessment. In addition, there is no consensus on which parameters to use and it is common to find different choices in different studies. Therefore, in this study, we aimed to investigate the influence of the change in these parameters on the final scores used for autoregulation assessment. Additionally, we aim to identify which method is more robust against changes on these parameters, as well as the values to be selected when using correlation, coherence or transfer function for cerebral autoregulation assessment.

2 Data

This study is based on measurements from 18 infants, with need for intensive care, that were monitored during the first days of life at the neonatal intensive care unit (NICU) of the University hospital Leuven (Belgium). SaO\textsubscript{2} was measured continuously by pulse oximetry at the right hand in all the patients. MABP was monitored continuously by an indwelling umbilical arterial catheter. Transcranial NIRS was used for noninvasive monitoring of cerebral hemodynamics and oxygenation. A NIRO300 instrument was used for the continuous recording of TOI (Hamamatsu®, Japan). The neonates had a mean post menstrual age (PMA) of 27.9 weeks (25.9 to 29.2 weeks), a mean body weight of 991 g (728.5 to 1231.5 g) and the mean recording time was 3h54m (2h24m–4h8m). MABP and SaO\textsubscript{2} were analog and digitized afterwards by the CODAS system (Dataq Instruments, USA). The NIRO 300 optodes were placed at the right frontoparietal side of the infant, with a 4-cm interoptode distance, and the signals were acquired with a sampling rate of 6 Hz. They were converted to analog signals with a sample-and-hold function before being introduced in the CODAS system. The differential path length (taking into account the scattering of the near-infrared light into the brain) was set at 4.39 and encoded into the personal computer as a constant value.\textsuperscript{16,21}

The signals were filtered using a low-pass and a high-pass filter with cut-off frequencies of 0.15 and 0.003 Hz, respectively. The data was downsampled, afterward, to a sampling frequency Fs = 0.3 Hz. As the information we are interested in is located in frequencies lower than 0.1 Hz, this cut-off frequency does not affect the frequency range of which we are interested. Artifacts, such as movements and changes in baseline, were detected and removed by an algorithm implemented in Matlab. This algorithm trained a least squares support vector machine (LS-SVM) to interpolated data whenever the duration of the artifact was shorter than 30 s, else the signal was truncated.\textsuperscript{22} Hence, a continuous recording was divided in smaller segments which were free of artifacts and only segments with lengths longer than 40 min were kept for further analysis. Remaining artifacts, which could not be detected in the previous step, were deleted manually. Figure 1 shows the data from one measurement segment for one patient, the scores from correlation, coherence, and gain. The coherence and gain values were averaged in three different frequency bands which were 0.003 to 0.02 Hz very low frequency (VLF), 0.02 to 0.05 Hz low frequency (LF), and 0.05 to 1.0 Hz high frequency (HF).

3 Methods

Cerebral autoregulation was assessed using four different methods which include correlation, coherence, modified coherence, and transfer function. The influence of the epoch length, overlapping percentage, and subwindow length on the final scores was evaluated. From here on, the term epochs refers to the segment on which the scores are calculated, the term subwindows refers to the segment used in the Welch method. The overlapping percentage refers to different parameters in the correlation and the frequency based methods and it will be further explained when needed.

3.1 Correlation

Correlation (CORR) is a statistical measurement of the linear dependences between two signals. The most common measurement of correlation is called the Pearson correlation coefficient and it is expressed by:

\[
\rho(x, y) = \frac{\mathbb{E}[(x - \mu_x)(y - \mu_y)]}{\sigma_x \sigma_y},
\]

(1)

where \(\rho(x, y)\) is the correlation coefficient, \(\mathbb{E}[]\) represents the mathematical expectation operator, \(\mu_x, \mu_y, \sigma_x\), and \(\sigma_y\) represent the mean value and standard deviation of \(x\) and \(y\), respectively. Normally, the correlation coefficient \(\rho\) varies between \(-1\) and \(1\), with \(0\) representing no correlation, \(1\) representing perfect positive correlation and \(-1\) perfect negative correlation. For this study, the absolute value of the correlation was taken as a score for cerebral autoregulation.
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To assess cerebral autoregulation using CORR, the data is divided in epochs, of which, the length is user-defined. The calculated CORR is then assigned to each epoch and the procedure is repeated until the complete signal is analyzed. Normally, there is no overlapping between consecutive epochs, however, by including an overlapping, a more detailed view of the evolution in the common dynamics of the two signals is obtained. Furthermore, in order to assess cerebral autoregulation in neonates, some extra parameters such as mean, standard deviation, among others, are derived from the time series of calculated CORR values. Since there is a delay between MABP and TOI of approximate 10 s in neonates, we have performed the analysis taking this delay into account.

In this study, we are interested on investigating the influence of the epoch length and the overlapping percentage, for consecutive epochs, on the resulting CORR scores. The following setup was used:

1. The signals were segmented in consecutive overlapping epochs of length $T_i$, where $T_i$ varies from 10 to 30 min.
2. Overlapping percentages ($O_j$) between consecutive epochs ranging from 10% to 90% were used.
3. The CORR scores were calculated for each epoch of length $T_i$ and Overlapping $O_j$.
4. The mean value of the resulting CORR scores, for each $T_i$ and $O_j$, was assigned to each patient.
5. A sensitivity analysis was used to quantify the impact of $T_i$ and $O_j$ on the scores calculated in the previous step.

### 3.2 Coherence

Coherence (COH) can be interpreted as the equivalent of correlation in the frequency domain. For each frequency component, the coherence gives a value that represents the strength of the relation between the signals at that particular frequency. The COH is calculated as expressed by:

$$C_{xy} = \frac{|G_{xy}|^2}{G_{xx}G_{yy}},$$

where $G_{xy}$ represents the cross-spectral density between the signals $x$ and $y$, $G_{xx}$ and $G_{yy}$ represent the auto-spectral density of $x$ and $y$, respectively.

In order to estimate the cross-spectral and auto-spectral power densities, the Welch method is used. For two signals $x$ and $y$, this method segments the signals in consecutive overlapping subwindows $(x_{LiOj}, y_{LiOj})$ of length $L_i$, and overlapping percentage $O_i$. For each one of these subwindows, the power spectrum is estimated as:

$$g_{xy} = F^*(x_{LiOj})F(y_{LiOj}),$$

where $F$ denotes the Fourier transform of the data and $^*$ denotes the complex conjugate. The cross-power spectrum between

---

Fig. 1 Correlation, coherence and gain values for measurements from one patient. In the upper figure the raw data: MABP and TOI. In the second figure the correlation values; the signal was divided in overlapping epochs of 15 min long and with a 90% overlapping. The third figure presents the coherence values averaged in three different frequency bands VLF (0.003 to 0.02 Hz), LF (0.02 to 0.05 Hz) and HF (0.05 to 0.1 Hz), the signal was divided in epochs of 15 min long, a subwindow length of 5 min was used in the Welch method with an overlapping percentage of 90%. The last figure shows the gain values for the same parameter setup as for the coherence.
x and y is obtained as the mean value of the subwindows power spectrum.

\[ G_{xy} = \varepsilon[g_{xy}]. \] (4)

When x and y are stationary signals, this procedure reduces the bias and the variance in the estimation of \( G_{xy} \), as the differences in the power spectrum for different subwindows are only attributed to noise, and its influence is reduced when averaging. Lower values of \( L_i \) and/or higher values for \( O_j \) produce more subwindows which improves the estimation of \( G_{xy} \). For stationary signals, an \( O_j \) higher than 50% does not significantly reduce the bias and variance in the power spectrum estimation. In addition, the lowest value of \( L_i \) is limited by the lowest frequency component of interest in the analysis.

However, in real life applications, the signals x and y are recorded for several hours and are highly affected by nonstationarities. In order to reduce the influence of these nonstationarities in the power spectrum estimation, the most intuitive action is to reduce the length of the x and y, therefore, the signals are segmented in overlapping epochs of length \( T_i \). In order to have a better resolution in time for the evolution of the common dynamics between x and y, maximum overlapping between epochs is suggested. Furthermore, the relation between the nonstationarities and the length of the subwindows and their overlapping percentage \( (L_i, O_j) \) used in the Welch method has not been analyzed. Studies of cerebral autoregulation, using NIRS signals, are focused to the low frequency range of 0.003 to 0.1 Hz. In order to assess frequency components of 0.003 Hz, theoretically, a subwindow of 5 min in length is needed.

We are interested in studying the influence of the epoch length \( T_i \) and the subwindow overlapping percentage \( O_j \) on the resulting COH scores. The following setup was used:

1. The signals were segmented in consecutive overlapping epochs of length \( T_i \), where \( T_i \) varies from 10 to 30 min. Maximum overlapping between epochs was used.
2. The subwindow length was fixed to \( L_i = 5 \) min.
3. Overlapping percentages \( (O_j) \) between consecutive subwindows ranging from 10% to 90% were used.
4. The COH scores were calculated for each epoch of length \( T_i \) and for each subwindow overlapping \( O_j \).
5. The mean value of the resulting COH scores along the epochs, for each \( T_i \) and \( O_j \), was assigned to each patient. This results in a vector of COH values in frequency per patient.
6. A sensitivity analysis was used to quantify the impact of \( T_i \) and \( O_j \) in the scores calculated in the step 4.

A similar setup was used for all frequency-based methods.

3.3 Modified Coherence

As spontaneous measurements of MABP may lack enough variation needed to provide meaningful estimates of the coherence values, Hahn et al.\(^{24}\) developed a modified version of the coherence where each frequency component of the coherence is weighted by the percentage of the MABP power presented at that frequency component.\(^{13,24}\) This modified coherence vector (MoCOH) corrects for the segments with small variations in MABP.

In order to study the influence of the epoch length \( T_i \) and the subwindow overlapping percentage \( O_j \), for consecutive subwindows, the same setup as in COH was used.

3.4 Transfer Function

The transfer function of a system is estimated by means of the cross-spectral and auto-spectral densities between the input and output signals, i.e.,

\[ H(f) = \frac{G_{io}(f)}{G_{ii}(f)}, \] (5)

where \( H(f) \) is the system transfer function, \( G_{io}(f) \) is the output cross-spectral density and \( G_{ii}(f) \) is the input auto-spectral density. As for the coherence, the cross-spectral and auto-spectral densities are estimated using the Welch method, therefore, the same restrictions of stationarity are required. The transfer function can be analyzed by its magnitude and phase. The magnitude or gain of the transfer function represents the strength of the relationship between the signals at each frequency component. The phase of the transfer function represents the phase delay at each frequency component between the signals.

The influence of the epoch length \( T_i \) and the subwindow overlapping percentage \( O_j \), for consecutive subwindows, on the transfer function values, was studied using the same setup as in COH.

3.5 Sensitivity Analysis

Two different analyses were performed to evaluate the sensitivity of each method to changes in the parameters. In both cases, a sensitivity analysis approach was followed. On one hand, a global analysis using a modified version of the elementary effects technique was used. The results given by this technique will indicate which method, overall, is most robust to changes in the parameters. On the other hand, a variance based method was used to evaluate the influence of each parameter separately. For a more detailed analysis about these methods we refer the reader to Ref. 25.

3.5.1 Elementary effects approach

The elementary effects (EE) method is a way to characterize the influence of a variable in a model. The method works as follows: Suppose a model \( X \) depends on a set of variables \( X = \{X_1, X_2, \ldots, X_k\} \), the elementary effect of the variable \( i \) in the model \( X \) is defined as:

\[ EE_i = \frac{Y(X_1, X_2, \ldots, X_i + \Delta, \ldots, X_k) - Y(X_1, X_2, \ldots, X_k)}{\Delta}, \] (6)

where \( \Delta \) represents the step change in the discrete variable \( X_i \) and \( Y(X_1, X_2, \ldots, X_k) \) represents a reference from the model output and should be fixed when calculating each \( EE_i \). The EE of the variable \( i \) can now be characterized as the mean value of \( EE_i \) and its standard deviation. High values of \( EE_i \) indicate that the variable \( i \) has a high impact in the model \( Y \).
However, normalization should be used when comparing different models, as the $EE$ values are not normalized among different models. Therefore, the following modification was included:

1. For each method (model) used to assess cerebral autoregulation, an array consisting of the scores calculated for each combination of parameters was created. Let this array be $Y(N, F, T, O)$ where $N$ represents the number of patients, $F$ the frequency components (for frequency based methods), $T$ the epoch length and $O$ the overlapping percentage. The parameters vary as explained before.

2. For a fixed $N$ and $F$, the $EE$ analysis was performed using the median of the model as reference. This produces an array $EE_{Y}(N, F, EE, EE_{O})$.

3. With $N$ and $F$ fixed, a ratio between the energy of $EE_{Y}$ and the energy of $Y$ was calculated, $R(N, F)$. This ratio can be interpreted as the percentage of energy in $Y$ due to its variations. The lower this value, the less variability in the output of $Y$, which infers that $Y$ is more robust to variations in the model parameters.

$$R(N, F) = \frac{EE_{Y}^{T} \cdot EE_{Y}}{Y^{T} \cdot Y}$$  \hspace{1cm} (7)

4. In order to check the influence of the parameters in different frequency components, the mean value, along the patients dimension of $R(N, F)$, was taken as a sensitivity measure for the model $Y$ and will be called normalized sensitivity index (NSI). The standard deviation of $R(N, F)$ can also be used as a sensitivity measure, however, it only points out the variability of the variations of $Y$ along the patients and not the overall variation due to the change in the parameters.

$$NSI(F) = \frac{1}{N} \sum_{N} R(N, F).$$  \hspace{1cm} (8)

3.5.2 Variance-based approach

The goal of variance based methods is to identify which variables in a model $Y$ are responsible for most of the variations in the model output. These variables will then be the most relevant ones for $Y$. The sensitivity measure using the variance based method is computed as follows:

$$S_{j} = \frac{\text{Var}(Y|X_{j})}{\text{Var}(Y)},$$  \hspace{1cm} (9)

where $\text{Var}(Y|X_{j})$ is the variance of the model $Y$ with $X_{j}$ constant and $\text{Var}(Y)$ is the variance of the model output. The lower the value $S_{j}$, the higher the influence of the variable $X_{j}$ in the model output $Y$. Indeed, low values of $S_{j}$ indicate that most of the variability in the model is due to the variable $X_{j}$. The following analysis was performed in our study:

(1) As in the previous case, for each method (model) used to assess cerebral autoregulation, an array consisting of the scores calculated for each combination of parameters was created. Let this array be $Y(N, F, W, O)$, where $N$ represents the number of patients, $F$ the frequency components (for frequency based methods), $T$ the epoch length and $O$ the overlapping percentage. The parameters vary as explained before.

(2) For a fixed $N$ and $F$, the sensitivity measure $S_{O}$ was calculated for varying overlapping percentages.

(3) For a fixed $N$ and $F$, the sensitivity measure $S_{T}$ was calculated for varying epoch length.

(4) Mean values among the population and the frequency were taken to analyze the effects of the epoch length and overlapping percentages in the output of the methods.

3.5.3 Test for stationarity

A process is called stationary if its mean and standard deviation does not change with time. Due to the changing nature of the physiological signals, they represent nonstationary processes. In order to prove if the signals included in this study were nonstationary and to find the maximum length of a window where its behavior might be represented by a stationary process, we performed the KPSS test. A detailed description of the test can be found in Ref. 26.

In this analysis the following setup was used:

(1) The signals were segmented in nonoverlapping epochs of length varying from 1 min up to 30 min.

(2) For each epoch the KPSS test was performed separately in the MABP and the TOI signals.

(3) For each epoch length, the percentage of epochs indicating a nonstationary process was noted.

4 Results

4.1 Test for Stationarity

Figure 2 shows the results for KPSS test for stationarity applied to the MABP and TOI signals. From the results, it can be seen that when the epoch length is increased, more segments in the dataset present nonstationarities. It can also be seen that the MABP presents more segments with nonstationarities than the TOI for a fixed epoch length. This is expected since the variations in TOI are slower and less abrupt than the variations in MABP, therefore, it can be said that TOI is “more” stationary than MABP.

4.2 Elementary Effects Analysis

In Figs. 3 and 4 the results from the elementary effects analysis are shown. In Fig. 3, the influence of the change in the parameters, represented by the NSI, is plotted against each frequency component. The figure shows a lower influence of the methods in the low frequency range which may be caused by the stronger power density of the signal in that region. Among all the frequency based methods, the gain presents the lowest sensitivity index, while the COH and the MoCOH present the highest indices. In particular, it can be seen that for the “high” frequencies, above 0.04 Hz, COH, MoCOH and the phase present high
variations. This behavior can be expected as these scores are more sensitive to high frequency noise than the gain. The performance of correlation is not shown in Fig. 3 as it does not depend on frequency.

Figure 4 presents a scatter plot of the mean value of the scores among the patients, which was presented in Fig. 3, and its standard deviation. For the frequency based methods, each point in the scatter plot corresponds to a frequency component. The closer to the origin (0,0), the more robust the method to the changes in the parameters. The figure shows that the correlation outperforms all the methods. In some way, this is expected as it is the simplest method where the influence of the parameters should be lower. For the frequency based methods, the gain presents the best results. Results from the phase are not shown as they possess a high variability and will not allow a proper display of the performance of the other methods. As in Fig. 3, it can be seen that the performance of the COH and MoCOH is similar.

4.3 Variance Based Analysis

In Figs. 5 and 6, the results from the variance based analysis are shown. In Fig. 5, the analysis of the influence of the epoch length in the methods is depicted. For correlation, it is observed that the shorter the length of the epoch, the less influence in the variation of the scores. Longer epochs induce a higher variability in the scores. This might be due to the nonstationary effects since longer windows are more likely to include more nonstationarities than shorter windows. On the other hand, the frequency based methods, namely COH, MoCOH and gain, present a similar behavior. In general, they also present a high variability for short time epochs, epoch length <14 min. This is due to the restricted amount of subwindows that are available for that epoch in the calculation of the averaged power spectrum. When using the Welch method for the estimation of the power spectrum, the epoch under analysis should be divided in subwindows. As the amount of these subwindows increases, the variance in the estimation of the power spectrum decreases. It is observed, that this is achieved with windows of length longer than 14 min. However, epochs of length higher...
than 22 min introduce a higher variability in the method output. This might be due to the inclusion of more segments with nonstationarities in the window under analysis, as in the CORR method. The phase presents a similar behavior as that of the other frequency based methods in the region of epoch lengths 14 to 22 min. For shorter windows, the influence of the epoch length is lower.

In Fig. 6, the results for the analysis of the overlapping percentage, for consecutive subwindows, are shown. As the overlapping percentage increases, the CORR, COH, MoCOH, and gain methods present a higher sensitivity index which represents a lower variability in their model output. This is due to the fact that more subwindows are included in the averaging of the scores per patient. According to the Welch method for stationary signals, it is known that more than 50% of overlapping, in the subwindows, does not significantly reduce the variance and the bias in the estimation of the power spectrum. According to Fig. 6, this percentage, for our data, is 60%. This is an indication that mild nonstationarities are affecting the estimation of the power spectrum. When the overlapping percentage is increased, more subwindows are included in the epoch under analysis, therefore, by including more subwindows, when averaging, the effect of nonstationarities is reduced. The phase presents a strange behavior as the influence of the overlapping percentage in its output seems to decrease up to 50% of overlapping and to increase afterwards. However, as shown in the other figures, the phase is seemingly not a reliable measure when the parameters are not chosen carefully. It is also important to note that the frequency based methods seem to stabilize faster than the CORR with increasing overlapping percentage.

5 Discussion

Variations in the CORR, COH, MoCOH and transfer function scores, depicted in Fig. 1, indicate the presence of a nonstationarity behavior in the relationship between MABP and TOI. This is confirmed in the results showed in Fig. 2. These nonstationarities are more evident when the length of the epochs is increased. To our knowledge, there are no limitations for using CORR in presence of nonstationarities. However, COH and transfer function analysis were developed for the analysis of linear and time-invariant systems. This is mainly due to the convergence in the power spectrum estimation of the time-series involved in the analysis. In presence of nonstationarities, the power spectrum estimation might not converge. In such cases, it is not possible to use methods based on Fourier analysis to study the relation between variables.

Correlation is, by far, the simplest way to compute the relation between two signals. However, one of the most important drawbacks is that delayed dynamics generate smaller CORR coefficients which may produce misleading results. Even though the delay between MABP and TOI is approximately 10 s in neonates, this delay is patient dependant and should be calculated for each patient in order to produce information related to physiology. Studies involving correlation for autoregulation assessment, generally, divide the signals in nonoverlapping segments where CORR is calculated for each segment and scores are derived from the generated CORR time series. To some extent, this approach reduces the influence of nonstationarities, in the derived scores, as they are averaged out. However, we found that the selection of the window length and the overlapping percentage, for consecutive epochs, have a great impact on the CORR scores. Longer windows introduce more nonstationary effects while low overlapping percentages will introduce high variability in the patients score. Based on our results, on one hand, the length of the epochs, for CORR, COH, MoCOH and transfer function methods should be selected between 14 and 22 min. These epoch lengths guarantee convergence of the power spectrum estimation and reduce the amount of nonstationarities in the analyzed segment. On the other hand, the overlapping percentage, between consecutive subwindows, should be higher than 60% in the frequency based methods. This minimizes the effect of nonstationarities due to an increase in the number of subwindows that will be used in the power spectrum estimation. The overlapping percentage, between consecutive epochs, in the CORR method should be higher than 80%. In this way, not only the variability of the method output is reduced but, when using correlation, the temporal resolution in cerebral autoregulation assessment is also improved.

COH, as CORR, is a measure of the strength of the linear relation between two variables. However, its measurement is done in the frequency domain. Although COH is not affected by delays between the signals as CORR, it is highly affected by nonstationarities and nonlinearities. When using COH for cerebral autoregulation assessment, several parameters should be tuned. First, as in CORR, the signals should be segmented in epochs. Second, each epoch should be divided in subwindows in which the length and the overlapping percentage of consecutive subwindows as well as the length of the epochs should be defined. Normally, longer epochs produce lower COH values, which may indicate the presence of more nonstationary segments in the epoch under analysis. Short epochs produce noisier COH values due to the smaller number of subwindows. The length of the subwindow is linked to the lowest frequency expected in the signal. Theoretically, the length of the subwindow should be at least the inverse of the lowest frequency expected in the signal. In practice, the estimation is improved as more oscillations are included, however, as was mentioned before, longer windows are more likely to include more nonstationary segments. Cerebral autoregulation studies, using NIRS signals, have focused on frequencies higher than 0.003 Hz, which represents oscillations of 300 s (5 min), and lower than 0.1 Hz, which represents oscillations of 10 s. In this
study, we fixed the length of the subwindow to 5 min for simplicity reasons. The selection of the overlapping percentage, for consecutive subwindows, is not as straightforward as for the subwindow length. In the case of stationary signals, an overlapping higher than 50% does not significantly reduce the variance and bias in the power spectrum density estimation and guarantees its convergence. This is due to the fact that consecutive subwindows represent the same process and the differences are attributed only to noise, therefore, when averaging the power spectral density of subwindows the noise is greatly reduced. However, if nonstationarities are present, the impact of the overlapping on the coherence values becomes important. In this study, we found that an overlapping higher than 60% does not reduce the variability in the power spectrum estimation. This points out the presence of mild nonstationarities in the signal, as the gain scores converge only when this overlapping percentage was reached. If strong nonstationarities were present in the epoch under analysis, the scores would not have converged, or convergence will be reached for higher overlapping percentages. The effect of the change in the overlapping percentage, gain, and window length in the McOH were similar to those for COH. This is expected as all these methods are based on the power spectrum density estimation.

When used for cerebral autoregulation assessment, we found that the gain and the CORR are the most robust methods. However, CORR presents some limitations that are overcome by the gain score which were mainly related to delayed dynamics. We also found that the change of the parameters have a lesser effect on the low frequency components compared to the high frequency components. This can be due to the fact that the power of the signals is located in the low frequency ranges and that the high frequencies are affected by noise. Gommer et al. found that the transfer function gain and phase were robust to changes in the preprocessing when used to quantify cerebral autoregulation. They calculated the transfer function gain and phase, using the Welch method for the estimation of the power spectrum, with two different subwindow length 51.2 and 409.6 s and an overlapping of 50%. For consecutive subwindows, the length of the epoch under analysis was 15 min. They found that the gain and phase values were hardly affected by the selection of these parameters and the preprocessing method used in the data. In contrast with Ref. 27, we analyze the influence of the overlapping percentage between consecutive subwindows and the length of the epochs on the transfer function, coherence and modified coherence parameters. We confirm that gain is the most robust method for quantifying cerebral autoregulation, however, our results do not favor the phase score. In addition, Hanh et al. validated the use of frequency analysis methods to assess cerebral autoregulation. They found that the gain, in combination with coherence, presented the best performance, although it still lacks of precision for clinical use.

6 Conclusion
Assessment of cerebral autoregulation is a complex problem that has been addressed in different ways. Due to the lack of significant results, its use in clinical practice has been limited. However, these results may be due to the wrong selection of methods or a wrong setup used in its assessment. In this paper, we showed that transfer function gain and CORR are the most robust methods to changes in the setup of the parameters when compared to transfer function phase, COH and McOH. However, the CORR has problems when delays are present in the signals under analysis. Moreover, the transfer function can assess the causal relationship between MABP and CBF. When frequency based methods are used, we conclude that epoch lengths between 14 and 22 min and overlapping percentages, for consecutive subwindows, higher than 60% improve the estimation of the power spectrum and reduce the influence of nonstationarities. We also propose the gain as the most robust method for cerebral autoregulation studies.
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