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Abstract. The pathogenic process of Alzheimer’s disease (AD) begins years before clinical diagnosis. Here, we suggest a method that may detect AD several years earlier than current exams. The method is based on previous reports that relate the concentration ratio of biomarkers (amyloid-beta and tau) in the cerebrospinal fluid (CSF) to the development of AD. Our method replaces the lumbar puncture process required for CSF drawing by using fluorescence measurements. The system uses an optical fiber coupled to a laser source and a detector. The laser radiation excites two fluorescent probes which may bond to the CSF biomarkers. Their concentration ratio is extracted from the fluorescence intensities and can be used for future AD detection. First, we present a theoretical model for fluorescence concentration ratio estimation. The method’s feasibility was validated using Monte Carlo simulations. Its accuracy was then tested using multilayered tissue phantoms simulating the epidural fat, CSF, and bone. These phantoms have various optical properties, thicknesses, and fluorescence concentrations in order to simulate human anatomy variations and different fiber locations. The method was further tested using ex vivo chicken tissue. The average errors of the estimated concentration ratios were low both in vitro (4.4%) and ex vivo (10.9%), demonstrating high accuracy. © 2014 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JBO.19.12.127007]
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1 Introduction

Alzheimer’s disease (AD) is the fifth most common cause of death in the United States, in people aged ≥65 years. The number of elderly people with a high risk of developing AD is growing rapidly due to the increase in life expectancy throughout the world. Currently, ~5.2 million Americans suffer from AD, and this number is expected to rise to ~14 million people in 2050. The pathogenic process of AD is characterized by a gradual loss of axons and neurons together with the presence of amyloid plaques and neurofibrillary tangles in the brain. This process begins several years before the clinical onset of AD, in which first symptoms are usually impaired episodic memory—the ability to recall events that are specific to time and place.

AD is currently diagnosed using neuropsychological tests. These tests differentiate among mild cognitive impairment (MCI), AD, and other dementia types, such as vascular dementia and dementia with Lewy bodies. MCI is very common in the elderly population, but only 40 to 60% of these patients will develop AD. Therefore, there is a need for a diagnostic tool for early detection of the disease based on its pathological expressions. Such tools include magnetic resonance imaging, positron emission tomography, and single-photon emission computed tomography, which perform imaging of the brain, but are usually expensive, use ionizing radiation, or lack the required sensitivity and specificity.

A promising approach for early detection of AD is based on measuring the concentrations of amyloid-beta and tau proteins in the cerebrospinal fluid (CSF). Several studies have even shown the possibility to predict the development of MCI to AD 5 to 10 years before the clinical diagnosis of the disease based on this approach. These amyloid-beta and tau proteins are linked to the mechanism and pathology of AD and their concentrations in the CSF are highly correlated with the early diagnosis of AD. Buchhave et al. have shown that the baseline ratio between the concentrations of amyloid-beta 1-42 and phosphorylated tau in the CSF predicted the development of AD within 9.2 years with a sensitivity of 88% and specificity of 90%. For MCI patients who developed AD, the mean baseline Aβ42:P-tau ratio was 4.3, whereas the mean baseline ratio for stable MCI patients was 10.4. MCI patients who developed other dementias had a mean baseline ratio of 10.9. However, in order to measure the concentrations of the biomarkers in the CSF, it is necessary to collect CSF from patients during a lumbar puncture procedure. This procedure involves many risks and complications, such as CSF leakage, traumatic taps, and injuries to the spinal cord, and therefore, this diagnostic tool may not be suitable for an annual test.

Quantifying tissue components, such as proteins and drugs, has been one of the challenging fields of optical imaging and different techniques have been developed for this purpose. Total hemoglobin was determined using vascular spectrophotometry, orthogonal polarization spectral imaging, transmission...
spectroscopy, and reflectance spectroscopy. Drug concentrations during photodynamic therapy were measured in human tissue using diffuse absorption spectroscopy. Diffuse optical spectroscopy imaging was applied on humans, measuring the concentration of several breast tissue components, such as water, lipid, and hemoglobin. Near-infrared (NIR) fluorescence imaging has been used for noninvasive imaging of the lymphatic system, nodal staging of cancer, and characterization of breast lesions in humans. However, these modalities are still used mainly for imaging and are limited in their ability to quantify the concentration or density of molecules in vivo. Quantifying the concentration of biological molecules using fluorescence still poses a challenge. It requires usage of light propagation models combined with a priori knowledge of the tissue optical properties or the usage of complex tomography systems. These usually involve an additional calibration process by normalizing the emission against the excitation, or normalizing multiple emission wavelengths.

Ntziachristos and Weissleder presented a system for fluorescence tomography, which enables fluorescence concentration reconstruction. This system was further used and tested in vivo but is limited to small animal imaging only. Other groups have used frequency domain tomography systems for imaging of larger volumes. However, all diffuse tomography systems require multiple sources and detectors, therefore, they are less suitable for endoscopic applications.

Chernomordik et al. present an inverse method for reconstructing the depth and concentration ratio of two fluorophore inclusions using two-dimensional reflectance images. Their method is based on the random walk theory and was subsequently used for three-dimensional localization of fluorophores deeply embedded in turbid media, such as phantoms, ex vivo tissue slabs, and in vivo. D’Andrea et al. introduced another algorithm for reconstruction of the position of two fluorescent inclusions and their relative concentration. Their method is based on transmittance measurements, which are unsuitable for many applications, especially endoscopic. Han et al. have developed an analytical time domain method for extraction of the relative concentration of a fluorescent inclusion using a single source detector. However, their method is limited to small finite inclusions. In addition, all these methods require a priori knowledge of tissue optical properties.

The possibility to discriminate two fluorophores based on their lifetime value was demonstrated in vivo and in vitro by Hall et al. Nevertheless, the concentrations of the fluorophores could not be extracted using their method without a priori information regarding the tissue optical properties. Moreover, in order to increase the signal contrast, they used both an organic fluorophore and a quantum dot, which have significantly different lifetime values. Unfortunately, the usage of quantum dots in vivo is still questionable due to their toxicity. Raymond et al. described a lifetime-based tomography method and used it in vivo for simultaneous imaging of two and three fluorophores based on lifetime analysis in the asymptotic regime. They received a relative uncertainty, which increases with an elevation in the fluorophores concentration ratio, reaching ~50% in the case of the maximal concentration ratio and 30% for ratios below 1:5. Thus, this system may be limited for low concentration ratios only and is also limited to fluorophores with lifetime values that differ by at least 20%. Since their system relies on extraction of the optical parameters using tomographic reconstruction of the excitation light measurements, it may be unsuitable for endoscopic applications.

In this work, we propose an optical method based on fluorescence detection, replacing the lumbar puncture process that can measure the concentration ratio of the CSF biomarkers in a minimally invasive manner, with minimal risk, pain, and side effects. Our proposed method to optically measure the biomarkers concentrations without the need to draw the CSF in a lumbar puncture process is described in Fig. 1. The method involves an injection of fluorescent probes, which bind specifically to the two biomarkers in the CSF. A miniature needle with an optical fiber is then inserted into the lumbar area. It passes several tissue layers until it reaches the epidural fat, without penetrating the dura matter. The fluorescent biomarkers are excited using laser radiation, which reaches the CSF through the optical fiber located in the needle. The emission of both biomarkers is measured and the ratio of fluorescence intensities is used for estimation of the biomarkers concentration ratio and the risk of developing AD. This method does not require a priori information about the tissue optical properties in order to estimate the concentration ratio.

Although the needle is inserted into the lumbar area, similar to a lumbar puncture process, there is no need to draw a CSF sample since the concentrations are measured optically. The dura matter will not be penetrated and a smaller needle may be used. Therefore, the proposed method is expected to have several advantages over the lumbar puncture process. These advantages include lower risk of CSF leakage and a large decrease in headaches or other side effects, minimal damage, fewer taps and injuries caused, and less pain to the patient. The accuracy of the method is expected to be high, similar to the researches where the CSF was drawn in a lumbar puncture.

A theoretical model of the photon propagation in the lumbar section has been developed. This model enables us to create the relation between the measured fluorescence emission and the biomarkers concentration ratio. Initial Monte-Carlo simulations were used to demonstrate that sufficient energy reaches the detector. The accuracy of the method was tested in vivo using multilayered tissue phantoms. The phantoms were prepared with different scattering and absorption coefficients, using tomographic reconstruction of the excitation light measurements, it may be unsuitable for endoscopic applications.

![Fig. 1 System description. Step 1: Injection of two fluorescent probes. Step 2: Measuring the fluorescence intensity of the two probes using a needle near the cerebrospinal fluid (CSF). Step 3: Calculating the concentration ratio of amyloid-beta and P-tau based on the fluorescence intensity ratio and estimating the risk of developing Alzheimer’s disease.](https://www.spiedigitallibrary.org/journals/Journal-of-Biomedical-Optics on 04 Dec 2019 Terms of Use: https://www.spiedigitallibrary.org/terms-of-use)
thicknesses, and fluorescence concentrations in order to simulate variations in human anatomy and AD stages as well as the needle location. The method’s accuracy was further tested ex vivo using chicken breast tissue. An additional analysis on the fluorescence intensity time-resolved curves was performed in order to assess a feedback system for the needle location.

2 Methods

2.1 Model and Assumptions

The concentration ratio between the two fluorophores is estimated using the ratio of fluorescence energy between the two fluorophores. A model for estimating the fluorescence energy reaching the detector at the tip of the needle was developed and will be described here. During the propagation of photons from the needle to the CSF and back to the detector, several factors affect the measured energy. First, the energy is reduced due to absorption and scattering of photons in the excitation and emission wavelengths. Second, the energy is affected by the fluorophore characteristics, such as its quantum yield and extinction coefficient, and of course by the fluorophore concentrations. Finally, there are additional energy attenuation due to the optical setup. The optical properties of the tissue layers do not significantly vary when working in the NIR diagnostic window, especially in the 750 to 850 nm range. Therefore, we can assume that the scattering and absorption coefficients of the tissue are similar for all the excitation and emission wavelengths if they are in the above-mentioned range.

The photon propagation in the tissue is similar at both wavelengths due to the similarity in the optical properties. Therefore, its contribution to the total energy may be cancelled when calculating the fluorescence energy ratio between the two fluorophores. The only factors that remain in the energy ratio expression are the fluorescence probability and the fluorophores quantum yield, which differ for each probe, and the wavelength-dependent system energy losses:

\[
\frac{E_{A\beta}}{E_{\tau\alpha}} \approx \frac{H_{\text{ex},A\beta} H_{\text{em},A\beta} A_{\text{ex},A\beta} A_{\text{em},A\beta} \phi_{A\beta} \epsilon_{A\beta}}{H_{\text{ex},\tau\alpha} H_{\text{em},\tau\alpha} A_{\text{ex},\tau\alpha} A_{\text{em},\tau\alpha} \phi_{\tau\alpha} \epsilon_{\tau\alpha}} = \text{constant} \cdot \frac{C_{A\beta} \exp(-C_{A\beta} \cdot l)}{C_{\tau\alpha} \exp(-C_{\tau\alpha} \cdot l)} \cdot \frac{C_{A\beta}}{C_{\tau\alpha}},
\]

where \(E_{\text{fluorophore}}\) denotes the measured fluorescence energy of each fluorophore, \(H_{\text{ex/em,fluorophore}}\) denotes the energy loss due to scattering and absorption in the excitation/emission wavelengths of each fluorophore, \(A_{\text{ex/em,fluorophore}}\) denotes the system energy attenuation in each fluorophore excitation/emission wavelength, respectively, \(\phi_{\text{fluorophore}}\) and \(\epsilon_{\text{fluorophore}}\) denote the quantum yield and extinction coefficient of each fluorophore, respectively, \(C_{\text{fluorophore}}\) denotes the concentration of each fluorophore, and \(l\) denotes the thickness of the CSF layer.

Since the concentrations of the \(A\beta\) and tau protein are very low, the exponent may be neglected, and a linear relation between the fluorescence energy ratio and the concentration ratio may be assumed. However, in high concentration ratios, the linear relation is slightly inaccurate, therefore, Eq. (1) was approximated to a second-order polynomial as follows:

\[
\frac{E_{A\beta}}{E_{\tau\alpha}} \approx a_1 C_{A\beta} + a_2 \left(\frac{C_{A\beta}}{C_{\tau\alpha}}\right)^2,
\]

where \(a_i\) are the constants calculated by the polynomial fit.

The second-order polynomial constants of the system may be evaluated by a simple calibration process performed on samples with known concentration ratios. The estimated polynomial constants define the relation between the measured fluorescence energy ratio and the concentration ratio. This relation could then be used to estimate an unknown concentration ratio of the two fluorophores in any turbid media or in vivo from the measured fluorescence energy ratio. The concentration ratio may be used in future for diagnosing whether the patient has AD or not.

2.2 Monte Carlo Simulations

A Monte Carlo simulation program was written in MATLAB® in order to evaluate the amount of energy being absorbed by the biomarkers in the CSF, emitted by the fluorescent probes, and arriving to the detector. This program simulates the geometry of the lumbar area and the fluorescence emission. The lumbar area was simulated using three layers: epidural fat + dura, CSF, and bone. The upper and lower layers are highly scattering layers, and the middle layer is a low-scattering layer. The thickness and scattering and absorption coefficients of each layer were taken from the literature. The simulations were performed with different sets of parameters, including the scattering coefficient of the epidural fat (\(\mu_s = 6 \text{ or } 12 \text{ mm}^{-1}\)) and its thickness (1 to 8 mm), in order to simulate different needle distances from the CSF and human anatomy variations.

2.3 Fluorescent Probes

The optimal fluorescent probes should have separate absorption spectra, both in the range of 750 to 850 nm, where the changes in the absorption and scattering properties of the tissue are negligible. According to this requirement, Cy7 azide and Cy7.5 azide (Lumiprobe, Florida), with absorption peaks at 750 and 788 nm and emission peaks at 773 and 808 nm, respectively, were chosen. Fluorescent samples were prepared in different concentrations between 50 and 900 nM, and mixed in different combinations, with concentration ratios between 1:2 and 1:18. These ratios cover the range of expected concentration ratio between amyloid-beta and P-tau proteins for MCI patients developing AD, other dementias, or stable MCI.

2.4 Multilayered Phantoms

Three-layered tissue simulating phantoms were prepared and used for the in vitro experiments, simulating the bone, CSF, and epidural fat layers, as described in Fig. 2. The bone layer was a cylindrical white Delrin slab, with a thickness of 20 mm and a diameter of 50 mm. The epidural fat layer was composed of polyester resin with titanium dioxide according to the protocol described by Firbank and Delpy. Titanium dioxide was added in order to increase the scattering coefficient of the polyester. Nine square polyester resin slabs were prepared in total, with thicknesses varying between 2.7 and 10 mm. The length of a side was 35 mm. Two mass percentages of titanium...
dioxide in the polyester resin were used: 0.53 and 1.13%, simulating low and high-scattering coefficients. A 10 × 10 × 45 mm³ sealed cuvette with the fluorescent probes prepared in varying concentrations was inserted into a designated cavity in the Delrin slab that simulates the bone. The size of the cavity matched the outer dimensions of the cuvette (10 × 10 × 45 mm). The polyester layer simulating the epidural fat was placed above the cuvette, which simulates the CSF with the proteins.

2.5 Reference Phantom

A reference phantom required for the calibration process was composed of polyester resin with titanium dioxide, similar to the slabs used for the multilayered phantom. The thickness of the phantom was 3.1 mm, with a 1.26% titanium dioxide mass percentage.

2.6 Ex Vivo Tissue

In order to verify the method’s accuracy in a medium that better mimics the human tissue optical properties, especially absorption, the method was further tested using chicken breast tissues. A 0.2 mL tube with a fluorescent sample was placed between two slabs of chicken breast tissue. Each slab had a nonuniform thickness varying between 2 and 8 mm. The total thickness of the set of chicken slabs with the tube in between did not exceed 14 mm. Four sets were prepared, containing tubes with fluorescent probes in different concentration ratios.

2.7 System Setup

The samples were excited with a mode-locked, Ti:sapphire femtosecond laser (Tsunami, Spectra-Physics Lasers), with an 80 MHz repetition rate, pumped by a 3 W, 532 nm laser (Millenia Vs., Spectra-Physics Lasers). The laser was tuned to 750 nm for the Cy7 excitation and 800 nm for the Cy7.5 excitation. The excitation beam was split to a fast photodiode (PHD-400, Becker & Hickl GmbH) for signal synchronization and to the center of a fluorescence inspection fiber bundle (Oriel 77558, Newport), which illuminated the phantoms. Fluorescent photons were collected by the outer fibers of the bundle encountering a filter wheel switching between a band-pass filter FF01-780/12 (Semrock) for the Cy7 and long-pass filters RG830 and RG850 (Newport) for the Cy7.5 collection. The emission was measured using a fast photomultiplier tube (PMT) head (H7422P-50, Hamamatsu). The PMT was controlled using the DCC-100 detector controller (Becker & Hickl GmbH). Data acquisition was accomplished using the time correlated single photon counting (TCSPC) module (SPC-730, Becker & Hickl GmbH) synchronizing between the SYNC signal arriving from the photodiode and the constant fraction discriminator signal from the PMT.

2.8 In Vitro and Ex Vivo Experiments

2.8.1 Calibration process

A calibration process was performed prior to the in vitro measurements of the multilayered phantoms and the ex vivo chicken tissue measurements. For the calibration process of the first set of phantom experiments, three fluorescent samples were prepared in the following concentration ratios: 1:2.3, 1:3.7, and 1:6.4. In order to improve the accuracy in the following sets of experiments, the number of samples used for the calibration was increased to five, covering ratios between 1:2 and 1:18. The samples were placed in sealed cuvettes and the reference phantom was placed above them. The fluorescence energy emitted by these samples was measured in two excitation wavelengths, one for each fluorophore, with the appropriate emission filter. For each measurement, the total number of photons measured by the TCSPC system was used as the fluorescence energy value. A calibration curve of fluorescence energy ratio versus concentration ratio was created based on these measurements.

2.8.2 Intensity ratio measurements—in vitro

Two sets of in vitro measurements were performed on fluorescent samples covering ratios between 1:2 and 1:14 using the multilayered phantoms. The first set of experiments included 8 samples and the second included 7 samples, with a total of 15 samples with different concentration ratios. Each sample was placed in the Delrin layer cavity, and several fluorescence measurements were taken. The measurements were taken using different polyester slabs with varying thicknesses and scattering coefficients placed above the samples. The fluorescence measurements were performed in both excitation wavelengths and the fluorescence energy ratio was calculated for each set of sample and polyester slab. Using the calibration curve, the measured energy ratio was converted to a concentration ratio value, which was compared to the true concentration ratio value.

2.8.3 Intensity ratio measurements—ex vivo

Following a calibration process similar to Sec. 2.8.1, four additional fluorescent samples were prepared, covering ratios between 1:3 and 1:16. The samples were placed between two slabs of chicken breast tissue. The fluorescence measurements were performed similar to the phantom experiments and repeated several times for each sample. The location of the fiber bundle on the tissue slab surface was changed for each excitation in order to test varying thicknesses of the non-uniform chicken slab. The measured energy ratio was converted to a concentration ratio value using the calibration curve and compared to the true concentration ratio value.

2.8.4 Intensity time-resolved measurements

The fluorescence intensity time-resolved curve of a Cy7 sample was measured using the TCSPC system. The Cy7 sample was placed in the Delrin layer cavity with different polyester slabs with varying thicknesses and scattering coefficients placed above it.
3 Results and Discussion

3.1 Monte Carlo Simulations

The ratio between the radiated energy and the detected fluorescence energy was between $0.5 \times 10^{-6}$ and $30 \times 10^{-6}$ in all simulated cases. These results indicate that a laser pulse with a power of a few dozens of milliWatts will suffice to detect the fluorescence signal in vivo when using a highly sensitive detector such as the one used in the TCSPC system.

3.2 Intensity Ratio Experiments—In Vitro Experiments

A calibration process was performed prior to the intensity ratio measurements in order to assess the relation between the fluorescence intensity ratio and the concentration ratio. For minimizing the time required for the calibration, the first set of measurements included only three samples. Based on Eq. (1), a linear relation between the fluorescence intensity ratio and the concentration ratio was assumed. These results were previously reported, indicating higher errors in the high concentration ratios than in the low ratios. In order to improve the accuracy, in the following set of experiments, the calibration was performed on five samples covering a larger range of concentration ratios. In addition, the relation between the fluorescence intensity ratio and the concentration ratio was more accurately assumed to follow Eq. (2). The second-order polynomial relation presented in Eq. (2) was used for the calibration curve of both set of experiments.

The intensity ratio experiments included a total of 120 measurements performed on the multilayered phantoms. Fifteen fluorescent samples varying in their concentration ratio were measured, with eight different polyester slabs varying in their thickness and scattering coefficient. Figure 3 presents the estimated concentration ratio versus the true concentration ratio. Each data point is the average estimated value of eight measurements using eight different polyester slabs, with its 90% confidence interval. The dotted and dash-dotted lines in Fig. 3 represent the true ratio values with 5 and 10% errors, respectively. The mean absolute error of the 15 estimated values presented in Fig. 3 is 4.4%, with a standard deviation of 2.5%. The median of the absolute errors of estimation was 5.2% with a maximal absolute error of 7.85%.

For further understanding the causes for ratio estimation errors, the errors were compared to the effective attenuation of each phantom. The effective attenuation was defined as the following product:

$$\text{Effective attenuation} = \mu_{\text{eff}} \cdot l,$$

where $\mu_{\text{eff}}$ is the effective attenuation coefficient of the phantom according to the diffusion model $[\mu_{\text{eff}} = \sqrt{3\mu_a(\mu_a + \mu_s^\prime)}]$, $l$ is the phantom thickness, $\mu_a$ is the absorption coefficient, and $\mu_s^\prime$ is the reduced scattering coefficient.

Figure 4 presents the mean error of the estimated concentration ratio as a function of the effective attenuation. The mean error of estimation as a function of the effective attenuation was then fitted to a curve with the form of:

$$f(\mu_{\text{eff}} \cdot l) = a \cdot \mu_{\text{eff}} \cdot l \cdot \exp(b \cdot \mu_{\text{eff}} \cdot l) + c.$$  

The curve is presented by the dashed line in Fig. 4. This function is proportional to the Green function describing the steady-state fluence rate as a response to an isotropic source in an infinite medium:

$$\Phi(r) = \frac{1}{4\pi Dr} \exp(-\mu_{\text{eff}} r),$$

where $D = 1/3(\mu_a + \mu_s^\prime)$ is the diffusion coefficient and $r$ is the distance from source.

According to this fit, the error in the estimated concentration ratio is negative for the high effective attenuation values due to underestimation of the concentration error. In the lower effective

---

**Fig. 3** The estimated concentration ratio as a function of the true concentration ratio, for the multilayered phantoms experiments. The solid line represents the true ratio values. The star symbols represent the average estimated ratios with their 90% confidence interval. The dotted and dash-dotted lines represent the true ratio values with 5% errors.

**Fig. 4** The mean error of estimated concentration ratio (star symbols) with their 90% confidence interval, as a function of the phantoms effective attenuation. The dashed line represents the diffusion model fit performed on the presented data. The solid line represents a zero error, and the circle symbol represents the effective attenuation of the reference phantom, expected to have a zero error.
attenuation values, there was an overestimation of the concentration ratios causing a positive mean error. The circle symbol in Fig. 4 represents the effective attenuation value of the reference phantom used for the calibration, which was expected to have a zero error. The calibration curve was created based on measurements performed on a reference phantom with a certain thickness and effective attenuation. Therefore, the error is expected to be close to zero when using phantoms or tissues with similar effective attenuations. However, when estimating the concentration ratio for tissues or phantoms with lower or higher effective attenuation values, the errors tend to increase. These errors are caused by neglecting the energy loss caused by the photon propagation in the tissue in the ratio calculation in Eq. (1). The energy loss is neglected since it is assumed that the scattering and absorption are similar for both wavelengths and the ratio cancels both energy losses. However, there are some slight differences in the scattering and absorption coefficients of the tissue or phantom between both wavelengths. These slight differences might cause some minor errors when estimating the concentration ratio. The concentration ratio estimation from the fluorescence energy ratio is based on a calibration curve created for a media that may differ in its thickness and/or optical properties. Figure 4 demonstrates this phenomenon, where the concentration ratios were overestimated for low effective attenuation phantoms since there were less energy losses than assumed by the calibration. On the other hand, for the phantoms with higher effective attenuation values, the energy losses were higher than expected. Therefore, the concentration ratio was underestimated with some negative errors. For all cases, the absolute mean error was ≤5.5%, with an average of 3.34% and the standard deviation of the absolute mean errors was 1.8%.

3.3 Intensity Ratio Experiments—Ex Vivo Experiments

The absorption spectra of the polyester phantoms are rather flat in the 750 to 800 nm range compared to the human tissue absorption spectra. In order to better simulate the variations in the human spectra, the method was tested using four sets of ex vivo samples of chicken tissue. Prior to the measurements performed on the chicken tissue, a calibration process was performed using the same polyester reference phantom as in the previous section. The calibration curve was used for estimation of the concentration ratios of the fluorescent probes located in between the chicken tissue slabs. Figure 5 presents the estimated concentration ratio versus the true concentration ratio. Each data point is the average estimated value of four measurements (performed on different excitation locations on the nonuniform tissue slab) with its 90% confidence interval. The dash-dotted line in Fig. 5 represents the true ratio values with 15% error. The mean absolute error of the estimated values presented in Fig. 5 is 10.9%, with a standard deviation of 7.8%. In most cases, the estimated value was higher than the true concentration ratio. This result indicates that the effective attenuation of the tissue slab was lower than the effective attenuation of the polyester slab due to less scattering and absorption coefficients and/or lower thickness of the tissue. However, in some cases, the concentration ratio was underestimated, probably when the excitation was performed on thick areas of the tissue.

When comparing the in vitro and ex vivo results, it is evident that the accuracy in the in vitro experiments is higher than the ex vivo. The reduction in the accuracy in the ex vivo tissues may be explained by several reasons. First, the reference phantom was similar to the phantoms used in the in vitro results, thus sharing the same scattering and absorption spectra. These spectra differ from the scattering and absorption spectra of the chicken tissue. Since the calibration curve is based on the phantom measurements, these differences cause some inaccuracies in the ratio calculation. These inaccuracies may be reduced by choosing for the calibration a phantom that better resembles the tissue spectra. In addition, if the thickness of the reference phantom is significantly lower or higher than the measured tissue, the concentration ratio estimation will suffer from additional inaccuracies. Therefore, having some information regarding the distance from the fluorescent probes could assist in choosing a suitable phantom. This information may be provided by measuring time-resolved fluorescence, as will be presented in the following section.

3.4 Intensity Time-Resolved Experiments

The fluorescence intensity was measured using the TCSPC system, which provides the fluorescence intensity time-resolved curves. The time-resolved curves were further analyzed in order to assess a feedback system for the needle location. The feedback system aims to avoid penetration of the dura layer into the CSF and reduce the risks and side effects of the lumbar puncture process. Since the time-resolved intensity curves contain information regarding the photon path length, which can easily be extracted, these measurements may be used for such a feedback system. In order to verify that the information regarding the needle location may be easily estimated, two features were extracted from each curve. The first feature is \( t_{max} \), which represents the time in which the intensity reached its maximal value. The second feature is the slope of the decaying part of the intensity curve, in logarithmic scale. These two features were calculated for two sets of polyester slabs with two scattering coefficients and a variety of thicknesses. Figure 6 demonstrates the extracted features for three cases: (1) low-scattering polyester slab with a thickness of 2.7 mm, (2) low-scattering polyester slab with a thickness of 4 mm, and (3) high-scattering polyester slab with a thickness...
of 4 mm. The changes in the two features due to the thickness and scattering coefficient of the polyester phantom slab may be noticed in this figure.

The value of $t_{\text{max}}$ represents the time required for most of the photons to reach the detector and is related directly to the photon path length and the fluorophores depth. The photon path length is affected both by the scattering coefficient and the thickness of the phantom. In order to accurately estimate the effect of each one of these on $t_{\text{max}}$ and the slope of the decaying curves for the three cases are marked.

The value of $t_{\text{max}}$ increases with an increase in the phantom thickness. This is due to the larger photon path length required until the fluorescent photons reach the detector. In addition, higher-scattering coefficients cause more scattering events, which increase the photon path length and the time value in which the intensity reaches its maximal value. A linear regression was performed on the data, with better fit results for the low-scattering phantoms ($R^2 = 0.96$) than for the high-scattering phantoms ($R^2 = 0.92$). The small reduction in the quality of fit in the high-scattering case is probably due to the lower intensity of the signal in these phantoms than in the low-scattering phantoms. The intensity is lower since the path length of photons traveling in high-scattering media increases, thus reducing the energy reaching the detector compared to low-scattering media. Therefore, the signal-to-noise ratio in the high-scattering cases is lower and the accuracy of the extracted features is lower.

The slope of the linear fit performed on the data presented in Fig. 7(a) was compared to the scattering coefficient. According to the diffusion model, for large distances, $t_{\text{max}}$ is linearly dependent on the distance from source:

$$t_{\text{max}} = \frac{r}{2c} \sqrt{\frac{3\mu_t}{\mu_a}},$$

where $c$ is the speed of light in the medium and $r$ is the distance from the source (represented by the phantom thickness).

Assuming that the absorption coefficient is similar in all phantoms, the slope of Fig. 7(a) should be proportional to the square root of the reduced scattering coefficient. In order to verify this relation, the slope of each of the two fits, the small and large scattering, was divided by $\sqrt{\mu_a}$. As expected, the quotients were similar for both scattering coefficients with a value of 0.013 ± 0.0004.

Figure 7(b) presents the second extracted feature—the absolute value of the slope of the decaying intensity as a function of the phantom thickness for the cases of low and high scattering. As demonstrated in this figure, the absolute value of the slope of the decaying intensity curve decreases with an increase in the phantom thickness. In other words, there is a steeper decline

---

**Fig. 6** The time-resolved intensity curve for three cases: (1) low-scattering polyester slab with a thickness of 2.7 mm presented by the solid line; (2) low-scattering polyester slab with a thickness of 4 mm, presented by the dashed line; (3) high-scattering polyester slab with a thickness of 4 mm, presented by the dotted line. The time of the maximal intensity ($t_{\text{max}}$) and the slope of the decaying curves for the three cases are marked.

**Fig. 7** (a) The extracted values of $t_{\text{max}}$ as a function of the polyester phantom thickness. (b) The extracted values of intensity decay slope (absolute value) as a function of the polyester phantom thickness. In both figures, the low-scattering phantoms are presented with the square symbols and the high-scattering phantoms with the circle symbols. The linear fit performed on the low-scattering data is presented with the solid line, and the linear fit performed on the high-scattering data is presented with the dashed line.
in the intensity in thin phantoms compared to the thicker phantoms. When comparing the slope of the low and high scattering, one can notice that the high-scattering phantoms have a smaller absolute slope than the low-scattering phantoms for a given phantom thickness. In both cases, high-scattering and thick phantoms, there are more scattering events causing more photons to arrive at later times, thus reducing the absolute slope of the intensity decay curve. A linear regression was performed on the data, with slightly better fit results for the low-scattering phantoms ($R^2 = 0.996$) than for the high-scattering phantoms ($R^2 = 0.895$). Similar to the $t_{\text{max}}$ fitting, since the low-scattering phantoms yielded a higher signal-to-noise ratio, the fit results were slightly better.

The suggested method for concentration ratio measurements of the biomarkers in the CSF involves an insertion of a needle into the lumbar section. Multiple intensity time-resolved measurements may be taken either by using multiple fibers in the same needle or by a single fiber in multiple depths during the needle insertion. According to Boon et al., there is a distance of ~5 cm between the skin and the epidural space, and an additional average distance of 7 mm until reaching the dura and the CSF. Therefore, an initial time-resolved intensity measurement may be taken when a sufficient signal is detected, with an additional measurement taken several millimeters deeper. Such a scheme will provide two time-resolved intensity curves (or even more) taken from a known distance between them. The values of $t_{\text{max}}$ and the slope will then be extracted from these two curves, enabling accurate estimation of the absolute value of the needle distance from the CSF. The needle distance is estimated without a priori knowledge of the tissue optical properties. Such information provided in real time may be used as a feedback system. This system will assist in preventing penetration of the dura and reducing injuries, complications, and side effects, which are common in the lumbar puncture process. The accuracy of the estimated needle distance from the CSF may be increased by using photon propagation models for multilayered tissues. Such models enable extraction of anatomical information and optical properties estimation from the time-resolved intensity curves.

4 Conclusions

The proposed method for optical detection of AD using fluorescent probes in the CSF was verified with Monte Carlo simulations, in vitro, and ex vivo experiments. The in vitro and ex vivo experiments validated the possibility to accurately estimate the ratio between amyloid-beta and tau proteins in the CSF. The method does not require any a priori knowledge regarding the tissue anatomical and optical properties and is performed without the need to penetrate the dura and collect CSF samples. In addition, a feedback system for the needle location was presented, which can assist in avoiding any complication and risks involved in such a procedure.

This simple nonionizing, low-risk method aims to detect AD up to nine years earlier than present exams. Its accuracy is expected to be high, similar to the studies where the CSF was drawn in a lumbar puncture. Our proposed method may be used as an annual screening test to assist in the diagnosis of the disease in its early stage and help treat it effectively. It has the potential to reduce medical healthcare costs, improve the quality of life of many patients, and may even save lives.
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