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Abstract. In the visually challenging situation of microsurgery with many altered depth cues, digitalization of
surgical systems disrupts two further depth cues, namely focus and parallax. Although in purely optical surgical
systems accommodation and eye movements induce expected focus and parallax changes, they become stati-
cally fixed through digitalization. Our study evaluates the impact of static focus and parallax onto performance
and subjective 3D perception. Subjects reported decreased depth realism under static parallax and focus.
Thus surgeons’ depth perception is impacted further through digitalization of microsurgery, increasing the poten-
tial of artificial stereo-induced fatigue. © The Authors. Published by SPIE under a Creative Commons Attribution 4.0 Unported License.
Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.JBO.24.10
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1 Introduction
The work of a surgeon is one of the most challenging ones in
today’s professional world: high-cognitive load combines with
high-acuity manual work over a long period of time. Techno-
logical advances have shaped the surgery room to a highly spe-
cialized surrounding, impacting the surgeon’s perception as well
as action in performed surgery. Specifically, high-precision sur-
gery has advanced to a new level by the application of stereo
surgical microscopes. Nonetheless, stereo microscopes impose
challenges on the visual system, specifically in depth perception.
Depth perception is known to make use of a variety of available
information, called depth cues.1,2 The most obvious, and in
many cases dominant information, is the relative differences
in the images from the two eyes, called binocular disparity.3

In addition, properties of the external world, containing infor-
mation of the spatial arrangement of objects in space, such
as shading, familiar size, occlusion, spatial frequency statistics,
and others have been shown to contribute as well.4 Even the
consequences of the optical transformation of the image onto
the retina, by the optics of the eye, are used as depth cues: focus
cues of blur and depth of focus.5–7 Stereo vision in micro-
scopes differs from natural vision in several aspects, and these
differences affect a variety of depth cues. Differences depend on
the optical design of the microscope, and in this article, common
main objective (CMO) microscopes are considered. In stereo
microscopes, the magnification of an observed object changes
depth of focus compared to the unmagnified image and affects
contrast content. Both image properties are known depth
cues.5,7–9 Furthermore, viewing geometry, accommodation dis-
tance, and disparity are set by the optical design of the stereo
microscope. CMO microscopes are designed for a parallel gaze,

and focus planes are often set to infinity.10 In CMOmicroscopes,
image projection geometry is disentangled from gaze geometry.
Projection geometry is typically designed to have a viewing
angle of typically 10 to 12 deg, leading to a disparity-based per-
ceived distance of approximately arm distance.10 Thus in stereo
microscopes, many of the three-dimensional (3D) cues differ
from natural 3D vision in a purely optical configuration, leading
to fatigue and visual strain.11 Fatigue induced by artificial stereo
images is considered a consequence of the efficiency of the
stereo system; even largely inaccurate stereo cues still lead to
3D perception.12 Evidently, 3D perception, despite erroneous
image input, comes with the cost of an increased processing
load, leading to fatigue.9,13–22 Recent advances in digitalization
in the medical sector show a new disruptive technology on the
horizon of microsurgery: digital surgical microscopy. With its
numerous advantages in data storage, data analysis, and aug-
mentation, it has the potential to bring microsurgery to a new
level of performance. Nonetheless, it challenges the surgeon’s
perceptual system by presenting errant focus and parallax cues.
Visual information reaching an observer’s retina in natural
vision contains the fingerprint of the eye’s status in both cues:
the observer’s accommodation shifts the focus plane, and eye
and head movements induce parallax cues.5,23,24 Whereas in
an optical microscope, accommodation of the surgeon’s eye
leads to a corresponding shift of the focus plane, in a digital
stereo system the focus plane is predefined. Thus a change in
accommodation is not accompanied with a corresponding
change of the focus plane in the image any more. Furthermore,
image parallax through either small head movements in front of
an eyepiece, or even through eye movements, is disabled. The
recording geometry is statically fixed in a standard digital stereo
geometry. Thus additional demands are imposed onto the visual
3D system through digitalization. This study intends to evaluate
the impact of disabling motion parallax cues as well as the
dynamics of focus cues through digitalization in a digital stereo
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microscope setup. A thorough evaluation of the two aspects
requires a constancy of all other image and stereo properties.
But, when comparing purely optical and digital surgical micro-
scope systems, digitalization imposes additional image degrada-
tions: pixilation-induced reduction of resolution and limited
contrast, as well as a changed color space. Thus in this study,
these degradations were consistent across all conditions evalu-
ated and the impact of focus and parallax cues were analyzed
entirely in one identical digital system. To do so, a dynamic
stereo microscope (DSM) of the CMO type is developed, which
is able to mimic eye-induced parallax and focus changes in
real time.25 In this DSM, eye tracking is exploited to estimate
the momentarily viewed depth plane as well as to estimate view-
ing geometry, while image content is adjusted accordingly.26

Focus plane adjustments are implemented as focus-adjustable
(Optotune AG, Dietikon, Switzerland) lens elements, and
image projection changes are implemented through a moving
aperture.25

With this DSM, behavioral performance as well as subjective
3D immersion are assessed in a standard static stereo arrange-
ment (STAT), a focus (FOC), and a parallax (PAR) condition.
Furthermore, a COMB (combined) condition estimates the
cumulative effect of focus and parallax.

2 Materials and Methods

2.1 Study Approval

The study was approved by the Ethics Committee of the Medical
Faculty of the Eberhard Karls University of Tübingen and the
University Hospital.

2.2 Subjects

Twenty right-handed, eye-healthy subjects, aged between 19
and 38 years participated in the study with a prior written con-
sent in adherence to the declaration of Helsinki. All participants
were naïve to the purpose of the study; none had prior experi-
ence in microsurgery.

2.3 Experimental Setup

The experimental setup consisted of a line-stereo video system
(TRENION 3D HD, Carl Zeiss Meditec AG, Jena, Germany)
with the 930 × 523 × 1067 mm stereo monitor (LMD-4251TD,
Sony Corporation, Minato, Tokio, Japan), positioned at a height
of 123 cm, and a head-worn eye tracker Dikablis Professional
Glasses (Ergoneers GmbH), both connected to a prototype
DSM. The setup is depicted in Fig. 1(a). The subject was stand-
ing in front of the 3D monitor at a distance of 100 cm, wearing
polarized glasses enabling line-stereo-based 3D vision, as well
as the head-worn eye tracker. In the subject’s right hand, forceps
were placed. The DSM was positioned to the right of the mon-
itor, at approximate working distance from a subject. It was
ensured that all subjects were able to reach the task object
comfortably.

2.4 Dynamic Stereo Microscope

The DSM incorporated movable optical components into a
CMOmicroscope to imitate accommodation and ocular parallax
in real time, both on the basis of eye-tracking-based estimations

Fig. 1 (a) Labeled display of the setup with the microscope breadboard on the right, together with the
steering unit, the screen in the center, and system computers on the right. (b) Sample images demon-
strating focus shift and ocular parallax. Circles indicate selected spatial positions in which image
changes through accommodation and parallax become specifically obvious. On the top of the parallax
images, a 3D representation of the object shown in the parallax example is shown. (c) Schematic
representation of the principle of the DSM. Eye movements of a subject viewing the object under the
DSM on the screen are recorded. Based on the gaze position, autofocus and parallax-inducing aperture
are adjusted, which adjust screen content.
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of the gaze position on the screen. The accommodation mimick-
ing autofocus was implemented by tuneable lenses (EL-10-
30-C, Optotune AG, Dietikon, Switzerland), ocular parallax was
mimicked by a translating circular aperture, realized through
linear actuators (LS2818L0604-T5x5-75, Nanotec Electronic
GmbH & Co. KG, Feldkirchen, Germany). The aperture selects
a sub-bundle of the light to be imaged to the camera sensor, just
like the ocular pupil would in natural vision. Thereby, the image
projection of a 3D object onto the camera sensor changes as it
would through eye movements, restoring ocular parallax.23

Figure 1(b) shows examples of according focus adjustment and
ocular parallax. Gaze positions of both eyes on screen were
recorded by the Dikablis hardware, combined with customwrit-
ten software (EyeRecToo).27 Upon saccades, according new
gaze directions were estimated, and focus planes for each eye
were drawn from a predefined depth map of the object. The soft-
ware adjusted the lens focus and shifted the motorized stage
accordingly, so that the adjusted image content appeared on
screen 205 ms after each saccadic eye movement in the auto-
focus condition and 295 ms after shifting the motor stage.
The delay was measured end-to-end by videorecording a blink-
ing LED together with the videostream of the same LED on
the DSM screen on one video. Synchronization of eyetracking
data and command logs of the steering system allowed an
isolation of autofocus delay and translation stage, which
equalled on 95 ms for the translation stage and 185 ms for the
autofocus, whereas 110 ms of the overall delay was attributed
to the pure video delay, present in a static scenario as well.
These adjustments were based on the gaze estimation of the
eye tracker, as well as a predetermined depth map estimation
of the scene. Eye movements were recorded with the Dikablis
Professional Glasses (Ergoneers GmbH) in combination with
the EyeRecToo, which also took care of the pupil detection.
Further descriptions of the system are published by Fuhl et al.,25

a schematic representation of the function principle is shown
in Fig. 1(c).

2.5 Task Design

A standard task of high-accuracy manual interaction was devel-
oped. The task included the placement of spheres into a topo-
graphically challenging sphere holder, shown in Fig. 2. The
sphere holder included different depths to mimic the multiple
depth plane nature of surgical tasks. It was designed in Autodesk
123D Design (Autodesk, Inc., San Rafael) and 3D printed on an
Ultimaker2 (Ultimaker, Geldermalsen, Netherlands) out of
black polylactic acid. The 3D object for the haptic task con-
tained 12 pockets of 3.4-mm diameter with a circular opening
at 12 different planes, arranged in a 4 × 3 grid. During the haptic
task participants were asked to place small spheres out of white
polyoxymethylen of the diameter of 3 mm (Hoch KG, Haßfurt,
Germany) into those pockets with the help of forceps. The
pocket top surfaces were tilted by 20 deg in order to increase
the difficulty of the manual task and enforce the use of visual
information. It was ensured that the spheres fitted into the
pockets comfortably, once placed correctly on top of the open-
ing. With one attempt per pocket subjects were asked to fill
the 12 pockets, row by row, from left to right starting in the
bottom row, repeating the task, as often as possible, for 5 min.
A sufficient supply of spheres was stored in the bowl-shaped
socket of the 3D object.

2.6 Experimental Procedure

Prior to the experiment, subjects were introduced to the micro-
scope and the task. After familiarization, subjects were posi-
tioned standing in front of the monitor at a distance of 100 cm
and equipped with polarized 3D glasses and an eye-tracker on
top. Viewing was binocular. Subsequently, a custom-made eye
tracking calibration was performed, in which a calibration
marker (ArUco) was moved over the screen.28 Subjects followed
the marker with their gaze, and calibration was performed
through the scene camera of the head-worn eye tracker.
Calibration accuracy was tested in four reference positions in the
corners of the microscope image. Thereafter, the training phase
started. Participants were instructed on how to place the spheres,
as well as the procedure of the task. Before the task was started,
subjects were trained the task for 5 min to reach an initial sat-
uration level of training effects of the manual task. The task
started when the subjects had the forceps in the field of view
of the microscope. After that they put as many spheres in the
pockets as possible within 5 min. The number of spheres suc-
cessfully placed was counted thereafter. At the end of each task,
a task-specific questionnaire, aiming to evaluate their experience,
was filled out by the participants (see Supplemental Fig. S1).
Four separate conditions, consisting of three enhanced condi-
tions (FOC, PAR, and COMB), as well as the static control con-
dition (STAT) were tested in a random order on separate days,
with one condition tested per day. In the STAT condition, var-
iable focus and variable parallax were disabled, the focus plane
was set to the average level of pocket openings, so that the high-
est and lowest pockets were blurred. In the FOC and the COMB
conditions, the variable focus was activated, so that the system
gaze-contingently kept the focus at fixation. In the PAR and
COMB conditions, the moving aperture of the system mimicked
the gaze direction changes induced through eye movements, and
thus successfully imitated eye movement-induced parallax.

2.7 Data Analysis

Separately for each condition, task performance was estimated
based on the number of spheres successfully placed within the

Fig. 2 Topographically challenging sphere holder for the manual task,
together with measurement readings, and a subject’s hand holding
the forceps. On the bottom of the holder, a bowl-shaped socket for
sphere supply is visible.
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5 min. Average task performance was estimated in spheres per
minute. In the questionnaire, different perceptual properties
were evaluated with separate sets of questions: general percep-
tion, interaction, immersion, and depth. For details, refer to
Supplemental Fig. S1. In each question, subjects rated a specific
aspect on a Likert-type scale of 21 discrete steps. Individual
questionnaire ratings were collected for each condition.
Ratings were normalized to the maximum rating.

Data analysis of performance as well as questionnaire data
focused on the difference of the three enhanced conditions
(PAR, FOC, and COMB) to the baseline condition (STAT).
Thus in the following, performance and ratings of any of the
enhanced conditions are subtracted from condition STAT. As
first step, an analysis of variance (ANOVA) is performed on
relative performance changes as well as changes questionnaire
ratings relative to baseline (STAT). Thereafter, in separate tests,
the difference of each of the three enhanced conditions (PAR,
FOC, and COMB) to the STAT condition was tested with stu-
dent’s t-test.

3 Results

3.1 Task Performance

Figure 3 summarizes task performance in the four measured
conditions; error bars show standard errors. Average task perfor-
mance is approximately three spheres per minute. An ANOVA
indicated no significant differences in performance [Fð2; 59Þ ¼
1.3698, p ¼ 0.26]. When comparing performance between the
different sockets of the object, no distinct pattern occurred. Thus
there does not seem to be a large behavioral difference between
the conditions.

3.2 Subjective Evaluation

In the next step, subjective ratings were evaluated. In Fig. 4,
questions were grouped into three categories “interaction,”
“immersion,” and “depth.” Each subgraph shows average

Fig. 3 Manual task performance in the four conditions: STAT, FOC,
PAR, and COMB. Error bars indicate standard errors.
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subjective ratings over all subjects, with zero indicating a
maximally positive response, and one indicating a maximally
negative response. Overall, enhancement conditions show sig-
nificantly decreased rating scores, compared to the STAT con-
dition in all fields: interaction, immersion, and depth. Decreased
scores indicate a higher level of satisfaction. All but one of the
questions showed significant differences in ratings to condition
STAT in the ANOVA, results are summarized in Table 1. Solely
the question related to immersion did not show a significant
effect in the ANOVA, probably the term was difficult to interpret
for the subjects [Fð2;59Þ ¼ 1.3171, p ¼ 0.2799].

In those questions with significantly different ratings, each
of the conditions was tested against zero. Conditions FOC and
COMB show significantly improved ratings in almost all ques-
tions, p values are summarized in Table 1. Thus subjects indi-
cate that they found it easier to navigate in the FOC (pFOC ¼
0.0019) and COMB (pCOMB ¼ 0.0035) conditions. They rated
the haptic task better in the FOC condition (pFOC ¼ 0.0035).
The COMB condition did not reach significance (pCOMB ¼
0.0504), well matching with the fact, that performance did
not increase significantly. They furthermore rated “realness”
of the presented object (pFOC ¼ 0.0001 and pCOMB ¼ 0.0014)
and vividness of presentation (pFOC ¼ 0.0036 and pCOMB ¼
0.0034) significantly better. When asked about their subjective
rating of depth perception, their vividness of depth (pFOC ¼
0.0001 and pCOMB ¼ 0.0008), as well as accurateness in depth
(pFOC ¼ 0.0081 and pCOMB ¼ 0.0252) significantly increased,
as soon as the autofocus of the system was activated. But inter-
estingly, also condition PAR showed significantly improved
ratings in two questions, even though on much lower signifi-
cance levels. Realness of the observed object was rated more
positively in the PAR condition (pPAR ¼ 0.0229), and vividness
of depth was rated significantly higher in the PAR condition
(pPAR ¼ 0.0277).

4 Discussion
This study demonstrates the positive contribution of focus
cues and eye-movement-induced parallax cues in the perception
of 3D content in a surgical microscope. In the FOC condi-
tion, in which the subject changed focus freely in the scene
by accommodation, subjects rated interaction, immersion, and
depth perception more positively. Furthermore, eye-movement-
induced parallax cues played a role in depth perception as well.
In sum, in surgical microscopes with static stereo, missing

accommodation and parallax cues are likely responsible for sub-
optimal interaction, immersion, and depth perception.

4.1 Limitations of the Study and Application
to Microsurgery

The generation of a stereo microscope with autofocus and par-
allax restauration in hardware represented a challenging task,
which came with imminent limitations, namely an unevitable
presentation delay in the system used. Specifically, in the con-
ditions which restored ocular parallax, delays of up to 295 ms
occurred. These might explain decreased performance and rat-
ings in the COMB condition, compared to the FOC condition
where solely the autofocus was in operation. Furthermore, task
performance estimation is limited in its sensitivity to changes in
stereo perception. This becomes specifically evident in the par-
allax restoration condition, where subjective ratings do show
improvements, but performance is not significantly improved.
One reason might be that for the haptic interaction the increased
delay upon restoration of ocular parallax plays a role in the PAR
condition as well as in the COMB condition. But furthermore,
the changes in subjective perception are more subtle compared
to improvements induced by an autofocus. Thus haptic perfor-
mance might just not have been affected by it significantly.
Haptic performance depends on manual feedback and repetition
learning. Thus a moderate degradation of visual depth estima-
tion might not necessarily strongly affect accuracy of reaching in
depth. A task design in which no feedback on the task is given as
it is here through the successful placement of a sphere might
increase accuracy. In that case, manual depth accuracy would
have to be tracked by a high-accuracy tracking device. A further
study limitation concerns the study cohort of subjects in a task.
Thus task as well as haptic strategies significantly differ from the
surgical situation. But this study does not intend to estimate
the extent of degradation in accuracy in a surgical situation,
it instead proves the existence of a degradation of stereo percep-
tion. This degradation is universal to any human system and can
thus be assumed to be well transferable to the surgery situation.
In a surgery situation, the accuracy of depth estimations needed
might even be higher than in the described haptic task performed
in this study, thus the impact of the observed mechanism is
expected to be more prominent. An comparison of systems
in a long-term evaluation in long-term use would thus reveal
great insights into the actual burden imposed onto the surgeon.

4.2 Digitalization in Microscopes

Specifically in the surgical context, accurate perception is criti-
cal. But technical solutions to circumvent each of the digital
stereo-induced inaccuracies are challenging and expensive.29

Furthermore, they seldomly restore more than one of the neces-
sary depth cues. It is therefore useful, in the context of a stereo
microscope, to classify alterations in depth cues according to
their occurrence within the microscope and to enable an efficient
search for technical solutions. In the following, we will therefore
distinguish between image acquisition related depth cues and
image presentation related depth cues.

4.3 Image Presentation-Related Depth Cues:
Accommodation-Vergence Conflict

In most digital stereo systems, image presentation is bound to
one specific surface at a fixed distance. Although stereo images

Table 1 Summary of statistics of subjective evaluation.

Questions

ANOVA Post hoc ΔSTAT

F ð2; 59Þ p FOC PAR COMB

Navigation 8.4487 0.0009 0.0019 0.4588 0.0035

Haptic task 6.6281 0.0034 0.0035 0.5390 0.0504

Immersion 1.3171 0.2799 — — —

Realness 7.1601 0.0023 0.0001 0.0229 0.0014

Vividness 6.7238 0.0032 0.0036 0.2839 0.0034

Vividness depth 5.7316 0.0067 0.0001 0.0277 0.0008

Accurateness depth 6.7804 0.0030 0.0081 0.8141 0.0252
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encourage vergence changes within the image, based on relative
parallax between image details at different depths, accommoda-
tion is fixed to a plane. The two properties are naturally coupled;
thus a constant mismatch is known to induce discomfort, termed
accommodation-vergence conflict.15,17,30–32 Various techno-
logical concepts have been developed to allow digital content
presentation, in which accommodation changes together with
vergence.29 The approaches can roughly be classified into two
groups – concepts, in which information is presented in differ-
ent depths in parallel, and concepts, in which the presentation
plane is changed gaze-contingently. Both represent cost exten-
sive expansions to the standard two plane arrangement and suf-
fer from high technological complexity. At a close look, the
accommodation-vergence conflict consists of two types of com-
ponents: motor and visual components. On the motor side, a
certain status of contraction of the ciliary muscles is connected
to a certain degree of vergence. But furthermore, both lead to a
specific footprint in the image, namely a specific image projec-
tion and a specific blur distribution. This study shows that
already the gaze-correct visual presentation provides consider-
able benefit, a solution in which image projection and blur
distribution match vergence, although accommodation is still
bound to the monitor plane.

4.4 Image Acquisition-Related Depth Cues:
Focus Cues and Temporal Relative Parallax

Thus important depth cue alterations through digitalization
originate in the image acquisition. Digitalization differs from
optical microscopes in the fact that the light experiences a digi-
talization in an interim image plane. The light field thus collap-
ses to the image plane, and the achieved image is presented on
a presentation device. In an optical surgical microscope, this
image plane undergoes changes through the surgeon’s eye,
which is part of the optical system. Thus the main additional
impact on depth cues through digitalization is the removal of
relative changes of depth cues through eye movements and
accommodation. Depth cues of absolute disparity, spatial fre-
quency content, familiar size, and occlusions are already
affected by the optical transformation, they thus impact the sur-
geon’s 3D perception already in purely optical systems. But rel-
ative changes of focus cues through accommodation, as well as
parallax cues through eye and small head movements are con-
served in an optical stereo microscope, but abolished in a static
digital stereo microscope. Thus 3D perception is impacted
further through digitalization.

4.5 Focus Cues

The contribution of focus cues to 3D perception has been evalu-
ated in detail.5,6,9,17,33,34 Although suffering from ambiguity,
a significant contribution of blur as depth cue has been
shown.5,7 In this study, specifically the fixation position induced
change in focus cues has been shown to significantly contribute
to realism of depth. Its dominant role in the surgical context
might originate in two aspects. As mentioned above, the mag-
nification disrupts a variety of depth cues, thus leading to a more
fragile situation, in which the visual system must rely on remain-
ing cues. Furthermore, in the current situation, correct focus
cues equal the situation of an autofocus, meaning, the focus
is always set to the fixated plane, allowing clear vision. The
comparison situation of a fixed depth plane, providing blurred
vision upon fixations in depth planes different from the set focus

plane, is rather artificial and disturbing. But in the context of a
digital stereo microscope, extending a stereo microscope with a
static digital stereo would potentially become the new standard.
Thus this study can be treated as a motivation to consider auto-
focus systems in digital microscopes.

4.6 Parallax Cues

Motion parallax is the only depth cue inherently defined in time.
It describes the relative position change of objects at different
distances upon global change of the environment, e.g., through
movement of the observer. It has been demonstrated to be a
rather strong depth cue.35 Parallax through eye movements is
a rather subtle image change, and the system is not able to per-
ceive the relative motion of the object’s details at different
depths directly through saccadic suppression. Nonetheless, it
has been shown to function as depth cue.23 Specifically for near
distances, a benefit of dynamic projection changes has been
demonstrated in fusion times.36 The present subjective ratings
of depth realism confirm that parallax as a depth cue provides
a subjectively perceivable benefit.

4.7 Fatigue

Inaccuracies of stereo content as demonstrated in this study
play a major role in 3D induced fatigue and 3D-induced
discomfort.37 It can thus be assumed that decreased realism
of 3D perception in static stereo images shows the potential
to increase fatigue in digital surgical systems. Artificial
stereo-induced fatigue has been measured exten-
sively.13,17,19,22,30,31,34,37–42 Target applications evaluated were
mainly the commodity use of stereo content, in TV, cinema,
or gaming VR.20,21,43–46 Fatigue after viewing of 3D content
is a well-reproduced phenomenon; its occurrence is temporary
and limited to the duration of use and some hours thereafter.
Long-term detrimental effects of viewing artificial 3D stereo
content have not been found.47 But in professional use, exposure
to 3D stereo content differs from occasional commodity use of
3D: surgeons will use digital stereo microscopes for a vastly
extended duration and more frequently. Furthermore, their role
differs distinctly from that of a passive viewer. A surgeon inter-
acts with the viewed content and needs to be able to perform
high-acuity tasks. Thus the current results give insights into
potential visual drawbacks of future digital surgical systems.
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