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1 Introduction

The human face conveys much information, which people have a remarkable ability to extract, identify, and interpret. Age and gender are known to influence the structure and appearance of the face, and human observers can reliably infer both. Recently, there has been an increase in the development of automatic facial analysis techniques with a view for developing machine-based systems that mimic these abilities of the human visual system. Both being demographic attributes of the human face, they play important roles in real-life applications that include biometrics, demographic studies, targeted advertisements, human–computer interaction systems, and access control. With much progress in automatic face detection and recognition, much research is now focused on automatic demographic identification.

Interestingly, research has shown that age estimation and classification are affected by gender difference, as well as actual age. Indeed, both facial age and gender classifications have been studied together as related problems. Similarly, the two problems have been tackled simultaneously in other fields such as automatic speech recognition.

Like other branches of facial analysis, automatic aging and gender classification are hindered by a host of factors including illumination variation, facial expressions, and pose variation to mention but a few. Several approaches have been documented in the literature to circumvent these problems.

Research on facial aging can be categorized into age estimation, age progression, and age invariant face recognition (AIFR). Age estimation refers to the automatic labeling of age groups or the specific ages of individuals using information obtained from their faces. Age progression reconstructs the facial appearance with natural aging effects, and AIFR focuses on the ability to identify or verify people’s faces automatically, despite the effects of aging. In this work, we are focused on age estimation.

Gender classification automatically assigns one of the two sex labels (male/female) to a facial image. Studies have shown that we humans are able to differentiate between adult male and female faces with up to 95% accuracy. However, the accuracy rate reduces to just above chance when considering child faces.

An initial and key step in age and gender classification is feature extraction; this is the process of parameterizing the face with a view for defining an efficient descriptor. Several feature extraction methods have been used by researchers including, but not limited to, anthropometric features, local binary pattern (LBP), locality preserving projections (LPP), and neural network architectures.

However, the active appearance model (AAM), which takes into account both facial shape and textures, remains the most popular feature extraction technique. It was first applied to the problem of age synthesis and estimation by Lanitis et al. and since then it has been widely used in facial aging. Additionally, AAM features have been used in gender classification research, although LBP remains the most widely used feature descriptor for gender estimation.

One of the key benefits of the AAM is its ability to reduce the facial shape and texture to a small number of parameters, making later computational analysis tractable. This process is driven by principal component analysis (PCA), a dimensionality reduction technique, which is also used to combine the texture and shape vectors. PCA, however, captures only
the characteristics of the face data (predictor variables). It does not give importance to how each face feature may be related to the class label (age or gender). We can therefore say that the AAM works in an unsupervised manner. However, in the problem of estimation, there is a need to capture the facial information that is best related to the individual class labels.

In this work, our contributions include improving on the conventional AAM, by the use of partial least-squares (PLS) regression in place of PCA. PLS is a dimensionality reduction technique that maximizes the covariance between the predictor and the response variable, thereby generating latent scores having both reduced dimension and superior predictive power. We term the model as supervised appearance model (SAM). The feature extraction model is then applied to the problems of age estimation and gender classification. Finally, we evaluate the performance of the classifications using the FGNET-AD benchmark database (DB).

2 Previous and Related Work

2.1 Age Estimation

Over the last 15 years, several pieces of research have been published on facial age estimation. The algorithms usually take one of two approaches: age group or age-specific estimation. The former classifies a person as either child or adult, while the latter is more precise as it attempts to estimate the exact age of a person. Each of these approaches can be further decomposed into two key steps: feature extraction and pattern learning/classification.

2.1.1 Feature Extraction

Two feature extraction techniques have been used in the literature: local and holistic. The local approach, also known as the part-based or analytic approach, concentrates on salient parts of the face, such as the facial anthropometry and wrinkles.

Using local features, the earliest work on age estimation can be traced back to Kwon and Lobo. Two-dimensional (2-D) images were classified into three age groups: babies, young adults, and senior adults. They represented the face as ratios of distances between feature points, as well as using a snakelet transform to represent wrinkles. The ratios were used to discriminate infants from adults, and the snakelets to discriminate young from senior adults. Several other approaches have extended this basic idea, using sobel edge detection with region tagging, Gabor filters and LBP and Robinson compass mask to define wrinkle and texture features. More detailed craniofacial growth models have also been developed to define the ratios between facial features, coupled with the adaptive retinal sampling method. A drawback of local features is that they are not suited for specific age estimation, because geometric features describe only shape changes that are predominant in childhood and local textures are limited to wrinkles, which manifest in adulthood.

Holistic, also known as global methods, considers the entire face when extracting features. Subspace learning techniques have been used extensively in the literature; these include PCA, neighborhood preserving projections, LPP, orthogonal LPP, locality sensitive discriminant analysis (LSDA), and marginal Fisher analysis (MFA). The AAM is a statistical feature extraction method that captures both shape and texture variation, has been the most widely used technique. Lanitis et al. were the first to perform specific age estimation using the AAMs. Recently, biologically inspired features (BIF) have been used by several researchers with promising results. It is worth noting that in the past, researchers have used a hybrid of local and global features thereby achieving improved results.

2.1.2 Age Learning

This has been approached in two main ways: either as a regression problem thereby considering the ordinal relationship between ages or as that of a multiclass classification. Following the latter approach, conventional classification algorithms, such as support vector machines (SVM) and relevance vector machines, have been employed.

Estimation via the use of regression was first presented by Lanitis et al. using a quadratic function (QF). Lanitis et al. compared the QF to three traditional classifiers: shortest distance classifiers, multilayer perceptron (MLP), and the Kohonen self organizing maps. They reported that MLP and QF had the best performance. Geng et al. described aging pattern subspace (AGES), a method that learns aging pattern of individuals and uses AAM for feature extraction. Multiple linear regression was proposed by Fu et al. Using Gaussian mixture models, Yan et al. proposed patch kernel regression. For a comparison of some recent regression algorithms, the reader is referred to the work of Fernández et al.

2.2 Gender Classification

Gender classification is also approached in two major steps: feature extraction and classification. Feature extraction techniques reported in the literature can be categorized into geometric and appearance based.

Geometry-based models use measurements extracted from facial landmarks to describe the face. In one of the earliest works on gender classification, Ferrario et al. used 22 fiducial points to represent the length and width of the face, then Burton et al. deployed 73 fiducial points; afterward discriminant analysis was used by Burton et al. to classify the human faces. In a second analysis, the authors used 30 ratios and 30 angles. Fellous extended the works of Ferrario et al. and Burton et al. Out of 40 fiducial points, 22 distances were extracted; these dimensions were further reduced to 5, using discriminant analysis. Having experimented on a small DB of 52 faces, the algorithm was reported to have achieved 95% gender recognition rate. In summary, geometric models maintain only the geometric relationships between facial features, thereby discarding information about facial texture. These models are also sensitive to variations in imaging geometry such as pose and alignment.

Appearance-based methods extract pixel intensities and use them to represent the face. Some of the earlier researchers preprocess the image and feed in pixel intensities into classifiers. The preprocessing step mainly involves alignment, illumination normalization, and image resizing. More researchers performed subspace transformations to either reduce dimensions or explore the underlying structure of the raw data. Other appearance-based feature extraction methods include the AAM, scale-invariant features, Gabor wavelets, and LBP.
The classification step is typically achieved using binary classifiers. SVMs have been the most widely used, other classifiers that have been applied include decision trees, neural networks, boosting, bagging, and other ensembles. For more detailed information on gender classification, the reader is referred to the review by Ng et al.

To summarize the literature regarding age estimation and gender classification, several feature extraction methods have been utilized and adapted by researchers. While the majority of age estimation and gender classification techniques have been developed for grayscale images, techniques have also been developed for handling color images.

When dealing with color images, early researchers treated the three color channels as independent grayscale images, by concatenating the three channels into a single long vector. Under this simple representation, the spatial relationships that exist between the color pixels are destroyed, and the dimension of the image becomes three times that of the classical grayscale model. Furthermore, research has shown that there is high interchannel correlation among the RGB channels and therefore simple concatenation results in redundancy. As such, several efficient techniques of incorporating color channels have been suggested. The RGB color transform has been used in the past to decorrelate the RGB channels using Karhunen–Loève transform. Recently, quaternion, a powerful mathematical tool, has been applied to the problem. This has proven to be a good feature extraction method due to its ability to preserve the spatial relationships among R, G, and B channels. Additionally, it retains the holistic properties of PCA. Also, quaternion algebra has been applied to complex-type moments for color images and has been shown to be invariant to image rotation, scale, and translation transformations. However, the method still works in an unsupervised manner, and hence does not take into consideration the class labels of the response variables.

Recently, deep learning convolutional neural networks (DLNN), a class of machine learning techniques that perform both automatic supervised and unsupervised feature extraction, as well as transformation for pattern analysis and classification, have gained wide popularity among researchers and have been applied directly to the problem of age estimation and gender classification. In general, the methods perform well due to their ability to capture intricate structures in large datasets. Moreover, DLNN eliminates the trouble of hard-engineered feature extraction. Table 1 summarizes the advantages and disadvantages of commonly used feature extraction methods.

### 3 Related Algorithm to the Proposed Framework

#### 3.1 Partial Least-Squares for Dimension Reduction

PLS regression, introduced by Wold in Ref. is a statistical method that creates latent features via a linear combination of the predictor (X) and response (Y) variables. It generalizes and combines features from multiple regression and PCA. Hence, PLS has the ability to do both dimensionality reduction and regression simultaneously. The technique is very

<table>
<thead>
<tr>
<th>Approach</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometric features</td>
<td>Simple and fast to compute</td>
<td>Affected by pose variations. Also discards valuable pixel information</td>
</tr>
<tr>
<td>LBP</td>
<td>Simple to compute, and tolerant to monotonic illumination changes</td>
<td>It is sensitive to noise and severe lighting changes (nonmonotonic)</td>
</tr>
<tr>
<td>Gabor features</td>
<td>Resembles the mammalian cortex. Invariant to orientation,</td>
<td>Large feature dimension, works in an unsupervised manner, and requires high computational effort</td>
</tr>
<tr>
<td></td>
<td>illumination changes and translation</td>
<td></td>
</tr>
<tr>
<td>Haar-like features</td>
<td>Fast calculation speed and its ability to capture</td>
<td>Haar-like features are not rotation invariant. They also do not consider class labels.</td>
</tr>
<tr>
<td></td>
<td>intensity gradient, direction and spatial frequency.</td>
<td></td>
</tr>
<tr>
<td>Subspace learning</td>
<td>Ability to reduce data dimension and possibility of reconstruction of initial input from extracted features. PCA preserves global structure, LDA retains clustering structure and LPP preserves local structure information.</td>
<td>Sensitive to scale and pixel misalignment</td>
</tr>
<tr>
<td>AAM</td>
<td>Captures both shape and texture information, and image can be reconstructed from the extracted features. Hence, it is suitable for modeling deformable objects.</td>
<td>It does not take class labels into consideration. It is linear in nature, hence does not work when objects exhibit nonlinear variation.</td>
</tr>
<tr>
<td>Quaternion features</td>
<td>Ability to capture color information with low redundancy,</td>
<td>Works in unsupervised manner, so class labels are not taken into consideration.</td>
</tr>
<tr>
<td></td>
<td>invariant to geometric transformation, and relative</td>
<td></td>
</tr>
<tr>
<td></td>
<td>tolerance to noise</td>
<td></td>
</tr>
<tr>
<td>BIF</td>
<td>Has very good object recognition rate due to its ability to</td>
<td>Large dimension of extracted features. Image cannot be reconstructed from the features, hence cannot be used for other applications such as modeling.</td>
</tr>
<tr>
<td></td>
<td>mimic the human visual cortex, it is also robust to noise and</td>
<td></td>
</tr>
<tr>
<td></td>
<td>geometric transformation.</td>
<td></td>
</tr>
<tr>
<td>DLNN</td>
<td>The algorithms may be supervised or unsupervised.</td>
<td>Requires large training data. Stochastic gradient descent methods used for training are difficult to tune and parallelize. It also requires huge computational resources.</td>
</tr>
<tr>
<td></td>
<td>Discovers intricate structure in large datasets, resulting to</td>
<td></td>
</tr>
<tr>
<td></td>
<td>excellent classification rate</td>
<td></td>
</tr>
</tbody>
</table>

---

Table 1: Advantages and disadvantages of existing methods.
useful when there is need to predict a dependent variable from a large set of predictors. Although similar to PCA, it is much more powerful in regression applications, because PCA finds the direction of highest variance only in X, so the principal components (PCs) best describe X. However, nothing guarantees that these PCs, which explain X optimally, will be appropriate predictors of Y. On the other hand, PLS searches for components (latent vectors) that capture directions of highest variance in X as well as the direction that best relates X and Y (i.e., covariance between X and Y). Hence it performs simultaneous decomposition of X and Y. In other words, PCA performs dimensionality reduction in an unsupervised manner, while PLS does in a supervised manner.

Let $X_o \in \mathbb{R}^N$ denote an $n \times N$ matrix of predictor variables, where $n$ is the number of data samples and $N$ the dimensions (features) of each data, and $Y_o$ be an $n \times M$ matrix of response variables. Here, $M$ refers to the response variable’s number of features, for most classification problems, $M = 1$. PLS decomposes the two centered matrices (having zero mean) into

$$X_o = TP^T + E, \quad Y_o = UQ^T + F. \tag{1}$$

where $T$ and $U$ are $n \times k$ matrices of $k$ extracted linear latent vectors also known as the latent scores, the matrices $P$ and $Q$ are loadings having $N \times k$ and $M \times k$ dimensions, respectively, the $n \times N$ matrix $E$ and the $n \times M$ matrix $F$ are the matrices of residuals. The scores $T$ can be computed directly from the mean centered feature set $X_o$

$$T = XoW, \quad X_o = X - \bar{X}. \tag{2}$$

where $X$ is the matrix of raw uncentered predictor variables, $\bar{X}$ a matrix representing the mean of $X$ has the same dimension with the zero-mean-predictor variable $X_o$, similarly, the matrices $Y$ and $\bar{Y}$ having the same dimension as $Y_o$ represent the centered and mean response variables, respectively. The matrix of weights $W = \{w_1, w_2, \ldots, w_k\}$ is computed by solving an optimization problem. The estimate of $k$th direction vector is formulated as

$$\hat{w}_k = \text{argmax}_{w} X_o^T Y Y^T X_o w \quad \text{such that} \quad w^T w = 1 \quad \text{and} \quad X_o^T X_o w_i = 0, \tag{3}$$

for $i = 1 \ldots k-1$.

From Eq. (1), it is also possible to reconstruct the original data from the latent score by inverting the matrix $W$. This operation is straightforward when $W$ is a square matrix, however only the approximate inverse can be computed for a nonsquare $W$. However, only the approximate inverse can be computed for a nonsquare $W$

$$X_o = TR, \quad R = W^{-1} \quad \text{or} \quad R = W^\dagger. \tag{4}$$

Here, we term $R$ the projection coefficient.

Several methods for computing PLS have been proposed in the literature. In this work, we shall use the SIMPLS algorithm proposed by De Jong thereby taking advantage of the method’s speed.

Suppose we have a mean centered training set $X_{tr}$ consisting of observations, whose class labels are known and denoted by $Y_{tr}$. Given a test set $X_{ts}$, whose class label has to be predicted, PLS can be used for dimensionality reduction by projecting the test data onto the weight matrix $W$. Hence, the latent scores matrix $T_{ts}$ for the test data is computed as shown below

$$T_{tr} = X_o W, \quad T_{ts} = X_{ts} W. \tag{5}$$

## 4 Proposed Framework

### 4.1 Overview

Figure [4] illustrates the framework for age and gender classification. Step I describes the modeling of an sAM, which involves capturing shape and texture variations via PLS regression. The model is fully described in Sec. 4.2. Step II of the framework shows how the extracted facial features are utilized for age estimation or gender classification; this is outlined in Sec. 4.3. In Sec. 4.4, an algorithm summarizing the proposed framework is presented.

### 4.2 Supervised Appearance Model

Like the conventional AAM, the proposed sAM captures both shape and texture variability from the training dataset. This is done by forming a parameterized model using PLS dimensionality reduction to capture the variations as well as combine them in a single model.

The shape of each face in the training DB is represented by a set of 2-D landmarks stacked to form a vector $s$ given by

$$s = (x_1, x_2, \ldots, x_n, y_1, y_2, \ldots, y_n)^T. \tag{6}$$

As suggested by Cootes et al.,[15] we remove rotational, translational, and scaling variations from the landmark locations by aligning all the shapes using generalized procrustes analysis.[16] Next, a supervised shape model is formed by performing PLS as described in Sec. 4.1. Here, we use the matrix of shapes $S = \{s_i\}$ as the predictor variable and the class labels are stored in a vector $Y$. Using Eq. (4), each shape can be represented using a linear equation

$$s - \bar{s} = t_i R_y. \tag{7}$$

This can be written as

$$s = \bar{s} + t_i R_y, \tag{8}$$

where $\bar{s}$ is the mean shape, $t_i$ is a vector of latent scores representing the shapes, and $R_y$ is the projection coefficient of shapes.

To build the supervised texture model, all face images are affine warped to the mean shape $\bar{s}$; this is done so that the control points of the training images match that of a fixed shape. Illumination variations are then normalized by applying a scaling and an offset to the warped images.[16] Finally, each matrix of image pixel intensities (textures) is converted to vector $g$. By applying PLS to the matrix $G = \{g_i\}$, a linear model of textures is obtained

$$g = \bar{g} + t_y R_g, \tag{9}$$

where $\bar{g}$ is the gray-level texture, $t_y$ is a vector of latent scores representing the texture, and $R_y$ is the projection coefficient of textures.
Hence, both shape and texture can be summarized by the latent vectors $t_s$ and $t_g$. Consequently, a combined model of shape and texture can be formed by concatenating the two vectors:

$$t_c = (t_s, t_g).$$

To further eliminate the correlation that may exist between shape and texture, PLS is applied to $t_c$. Since both $t_s$ and $t_g$ have zero mean, $t_c$ also has zero mean. Hence, the PLS decomposition can be achieved by directly substituting $t_c$ into Eq. (4), where $t_c$ replaces $X_o$, here, we use a matrix $L = \{l_1, l_2, \ldots, l_n\}$ to represent the latent scores for all the faces in the DB.

Thus, the sAM describing each face can be represented by a linear equation:

$$t_c = l \cdot P$$

where $l$ is a vector of latent scores representing both shape and texture of a particular individual and $P$ is the projection coefficient of the combined model. It is worth noting that $P$ has two components as shown in Eq. (11), $P_s$ a projection coefficient associated with $t_s$ and $P_g$ which is associated with $t_g$.

Similar to the conventional AAM, the linear nature of the supervised model makes it possible to express both shape and texture in terms of the $l$

$$s = \bar{s} + l_s R_s, \quad g = \bar{g} + l_g R_g. \quad (12)$$

We have now defined an sAM an extension of the AAM model, since the parameter $l$ summarizes both shape and texture information, it gives us a convenient way of representing faces with a view for solving the problems of age and gender classification.

### 4.3 Age and Gender Classification

The sAM model contains both shape and texture components and can be supervised to model age and gender directly, which make it ideal as a facial model in these applications. In this work, we learn the aging pattern using a regression approach. Hence, an aging function relating faces to ages can be defined using:

$$\text{age} = f(L), \quad (13)$$

where $\text{age}$ is a vector of ages of all individuals in the DB, $L = \{l_1, l_2, \ldots, l_n\}$ is a matrix for the sAM parameter for each face in the DB, and $n$ is the total number of samples.

While several linear and nonlinear regressors have been used in the literature, here we experiment with simple models, hence we choose ordinary least-square (OLS) and QF regressions. Thus, for each face the $\text{age}$ is computed from its corresponding sAM parameter $l$ using:

$$\text{age} = \alpha + \beta^T l, \quad (14)$$

$$\text{age} = \alpha + \beta_1^T l + \beta_2^T l^2, \quad (15)$$

where $\alpha$ is the intercept also called an offset, $\beta_1$ and $\beta_2$ are vectors of regression coefficients, and Eqs. (14) and (15) correspond to OLS and QF, respectively.

Gender determination is a binary classification problem, where the test data are either labeled male or female. Given a training set $(x_i, y_i)$ for $i = 1 \ldots n$, with $x_i \in \mathbb{R}^N$ and $y_i \in \{-1, +1\}$, a classifier is learned such that...
Here, we denote +1 as male and −1 as female. While many classifiers have been proposed in the literature, SVM has been one of the most successful for binary classifications.

The goal of SVM is to find an optimal separating hyperplane (OSH) that best separates the two classes. It works by first mapping the training sample via a function \( \phi \) into a higher (infinite) dimensional space \( F \). Then, an OSH is found in \( F \) by solving an optimization problem. However, the mapping from input space \( X \) to the feature space \( F \) is not done explicitly; rather, it is done via the kernel trick, which computes the inner dot products of the training data. For detailed explanation of SVM, the reader is referred to Ref. [60].

\[
f(x_i) \begin{cases} 
  \geq 0 & y_i = +1 \\
  < 0 & y_i = -1 
\end{cases} \quad (16)
\]

\[
K(x_i, x_j) = x_i^T x_j. \quad (17)
\]

### 4.4 Algorithm for the Proposed Framework

The proposed framework entails capturing the facial shape and texture using PLS regression, before combining the two statistical models into a single holistic model. We term this computational abstraction as sAM. Furthermore, the framework shows how the sAM parameterized face is used for age and gender classifications; this is summarized in Algorithm 1.

**Algorithm 1 sAM age and gender classification framework.**

1. Given a DB of face images, first train the sAM.
   i. Describe the face shape by extracting 2-D landmarks of each face and stacking the x- and y-coordinates as a single vector using Eq. (8).
   ii. Form shape-free patches by warping grayscale images to the mean shape and squeeze the face-image matrix into a long vector (\([340 \times 340] \times 1\)).
   iii. Utilize PLS to build the supervised shape and texture models, by employing Eqs. (8) and (9), respectively.
   iv. Concatenate the shape and texture parameters (\( t_s \) and \( t_t \)) that were computed in iii, to form a combined model of appearance as expressed in Eq. (10).
   v. Perform another PLS regression on \( t_s \) obtained in iv, to reduce dimensionality and to eliminate correlations that may exist between the shape and texture. Hence, the latent score \( l \) derived in Eq. (11) acts as a single parameter, which describes both shape and texture of a single face.
2. After training, the parameterized sAM variable \( l \) is used as the feature (predictor variable) to describe the face of an individual; consequently, this is then fed into the age or gender classifier.
   i. For age estimation, linear or polynomial regressions are used.
   ii. To achieve gender classification, use linear SVM.

### 5 Experiments

In this section, the effectiveness of the proposed feature extraction technique is evaluated. sAM is compared to the conventional AAM in the two problems of age estimation and gender classification. Age estimation is evaluated by incorporating the sAM features into two simple traditional regression algorithms: linear and QFs. Furthermore, we perform gender classification by feeding the sAM features into a linear SVM classifier. Here, we have restricted our experiments to simple classifiers to fully explore the efficacy of the feature extraction method.

#### 5.1 Databases Used

Age estimation experiments are performed on one of the most widely used FGNET aging DB. Initially, gender classification experiments are conducted on the FGNET-AD, then to further show how age variation affects performance of gender classifiers, we perform two more experiments: one on Politecnico di Torino’s “HQFaces” DB and the other on the Dartmouth children’s faces DB. In addition, by comparing sAM to AAM, the algorithms are also compared to state-of-the-art work.

##### 5.1.1 FGNET-AD

The FGNET aging DB is made of 1002 images of 82 subjects, with ages distributed in the range of 0 to 69. Hence, each subject has multiple images. With more than 700 images within the age of 0 to 20, the age distribution is not balanced; this makes the FGNET-AD a challenging dataset. Additionally, the quality of the images varies from grayscale to colored, with individuals from different races displaying varying pose and facial expressions. Other inter- and intra-quality variations include illumination, sharpness, and resolution. Gender distribution for FGNET-AD is 48 males and 34 females having 571 and 431 photographs, respectively.

##### 5.1.2 HQFaces database

HQFaces is a DB of 184 high-quality, controlled images collected at the Politecnico di Torino, Italy. All having a resolution of 4256 \( \times \) 2832 and photographed under the same lighting conditions. The subjects are Caucasian, and predominantly adults having an age range of 13 to 50 yr, out of which 57% are male. For the purpose of our experiments, 143 frontal images were used.

##### 5.1.3 Dartmouth children’s faces database

Dartmouth children’s faces DB is an image library formed at the University of Dartmouth, Hanover, New Hampshire. It is made of high-quality images of 80 Caucasian children ranging from the ages of 6 to 16 yr, with a gender ratio of 50/50. Additionally, all subjects were photographed under two lighting conditions, at five angles and displaying eight facial expressions.

A sample of images contained in the above mentioned DBs is shown in Fig. 4. In this work, images from these sources were cropped to 340 \( \times \) 340 pixels; this was done to reduce computational cost.
5.2 Age and Gender Classification Experiments

Face shape for the FGNET dataset is represented by a set of 68 landmarks defined in 2-D space $\mathbb{R}^2$. On the other two datasets, 79 fiducial points are used to describe the face shape. As stated earlier, for each face shape, the 2-D coordinates are converted into a single vector by stacking the $x$-coordinates over the $y$-coordinates as shown in Eq. (6).

Facial texture in the form of image pixels is captured by the approach of Cootes et al. First, all color images are converted to grayscale, then all the images are aligned to a mean shape via warping, thus “shape-free patches” are created using piecewise affine method, a simple nonparametric warping technique that performs well on local distortions. Afterward, illumination normalization is conducted as stated earlier. Finally, each $340 \times 340$ image matrix is converted to a long ($\frac{340 \times 340}{138} \times 1$) vector $g$ described in Eq. (9).

Using Eqs. (8) and (9), we compute the latent parameters of shape $t_s$ and texture $t_g$, each of these two is represented using just eight components. Then, the second PLS is performed on an $(n \times 16)$ matrix. Considering the FGNET-AD, $n = 1002$. Finally, the sAM parameter $I$ is represented by 13 components. We chose the number of components via cross validation.

To achieve age estimation, we implemented two regression algorithms as described earlier. In our experiment, the QF is computed in a sparse manner; as a form of regularization, we limited the number of observed powers. Hence, instead of computing the second-order terms of all 13 components, only the second-order terms of the first seven independent variables ($I_1^2, I_2^2, \ldots, I_7^2$) were used.

For age estimation, the vector $Y$ representing class labels contained individual ages of the training data, while in gender classification +1 and -1 represented male and female genders, respectively.

To evaluate the accuracy of both age estimation and gender classification, we employed the leave-one-person-out (LOPO) cross-validation method. Here, the image of one person is used as the test set, and an estimator/classifier is trained using images of the remaining subjects. So, by the end of 82-folds, each subject in the FGNET-AD will have been

<table>
<thead>
<tr>
<th>Feature</th>
<th>Algorithm</th>
<th>MAE</th>
<th>CS &lt; 10 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAM</td>
<td>WAS</td>
<td>8.06</td>
<td>$\approx 77$</td>
</tr>
<tr>
<td>AAM</td>
<td>QF</td>
<td>7.57</td>
<td>$\approx 78$</td>
</tr>
<tr>
<td>AAM</td>
<td>SVM</td>
<td>7.25</td>
<td>$\approx 76$</td>
</tr>
<tr>
<td>AAM</td>
<td>AGES</td>
<td>6.77</td>
<td>$\approx 81$</td>
</tr>
<tr>
<td>AAM</td>
<td>AGES LDA</td>
<td>6.22</td>
<td>$\approx 82$</td>
</tr>
<tr>
<td>AAM</td>
<td>RUN</td>
<td>5.78</td>
<td>$\approx 84$</td>
</tr>
<tr>
<td>AAM</td>
<td>MLP</td>
<td>10.39</td>
<td>$\approx 60$</td>
</tr>
<tr>
<td>AAM</td>
<td>IIS-LLD</td>
<td>5.77</td>
<td>NA</td>
</tr>
<tr>
<td>AAM</td>
<td>OLS</td>
<td>10.01</td>
<td>55.88</td>
</tr>
<tr>
<td>Proposed</td>
<td>sAM OLS</td>
<td>5.92</td>
<td>83.03</td>
</tr>
<tr>
<td>Proposed</td>
<td>sAM QF</td>
<td>5.49</td>
<td>85.34</td>
</tr>
</tbody>
</table>
This approach mimics a real-life scenario, where the classifier is tested on an image that has not been seen before. In addition, the LOPO approach, unlike other cross-validation techniques, ensures consistency of results and ease of comparative evaluation of different algorithms.

The performance measures used for age estimation are mean absolute error (MAE) and cumulative score (CS), given by

\[
MAE = \frac{\sum_{i=1}^{N_n} |ag_i - ag'_i|}{N_n},
\]

(18)

\[
CS(h) = \frac{N_{\text{error} \leq h}}{N_n} \times 100\%.
\]

(19)

where \(ag\) is the ground truth age, \(ag'_i\) is the estimated age, \(N_n\) is the number of test images, and \(N_{\text{error} \leq h}\) denotes the number of images on which the system makes absolute error not higher than \(h\) yr.

Gender classification performance is evaluated by detection rate (DR) also known as sensitivity. This is given by

\[
DR = \frac{\sum \text{True detections}}{\sum \text{True samples}} \times 100\%.
\]

(20)

First, we conducted an experiment on FGNET-AD, where we compared the results of sAM estimation and classification to those obtained using the conventional AAM and other state-of-the-art feature extraction techniques. A summary of our initial experiments on FGNET-AD is presented in Tables 2, 3, and Fig. 3.

Results show the superiority of the proposed sAM in age estimation and gender classification on a challenging benchmark DB. As shown in Table 3, the sAMs with linear and quadratic fits achieved 5.92 and 5.49 MAEs, respectively, using the LOPO cross-validation technique. Figure 3 shows CSs of algorithms at error levels between 0 and 10 yr. This demonstrates that sAM with quadratic fit has the most accurate estimation at all error levels with over 85% of the test data achieving estimation error below 10 yr. It is worth noting that the sAM based methods also have superior dimensionality reduction capability; while the number of AAM parameters used in most of the literature ranges from 50 to 200, using the sAM methods we were able to compress hundreds of appearance components into only eight variables. The gender classification experiment on the FGNET-AD shown in Table 3, also shows sAM with linear SVM classification achieved the best result with 76.65% DR. Other implementations of the AAM and LBP attained lower DRs.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Algorithm</th>
<th>DR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAM</td>
<td>SVM</td>
<td>72.95</td>
</tr>
<tr>
<td>AAM</td>
<td>Random forest</td>
<td>73.45</td>
</tr>
<tr>
<td>LPP</td>
<td>Sequential selection</td>
<td>72.26</td>
</tr>
<tr>
<td>LBP</td>
<td>SVM</td>
<td>58.38</td>
</tr>
<tr>
<td>MLBP</td>
<td>SVM</td>
<td>62.77</td>
</tr>
<tr>
<td>Proposed</td>
<td>sAM SVM</td>
<td>76.65</td>
</tr>
</tbody>
</table>

Table 3 DR for gender classification algorithms on FGNET-AD (LOPO).

![Fig. 3 CSs of age estimation algorithms on FGNET.](image-url)

![Fig. 4 CSs for error levels from 0 to 10 yr: (a) HQFaces DB and (b) Dartmouth DB.](image-url)
To further evaluate the performance of the proposed framework, three additional experiments were conducted. We compared the performance of the better of our two age estimation implementations, i.e., sAM QF on the two controlled color image DBs (HQFaces and Dartmouth DB). As can be seen in Fig. 4, the CSs for error levels between 0 and 10 yr show that “sAM QF” is evidently better than the two AAM implementations. It is also not surprising that we achieved lower MAEs as compared to the result we attained on FGNET-AD. The reason behind 4.88 and 1.39 MAEs (as shown in Tables 4 and 5) on HQFaces and Dartmouth DB, respectively, was primarily due to the quality of the images. This shows that sAM, such as other feature extraction techniques, performs better under controlled conditions. The fact that the algorithm achieves the lowest estimation error on the Dartmouth DB implies that age discrimination is more apparent in children. Next, experiments were conducted to assess the performance of our gender classification algorithm. Initially, we tested it in a holistic manner on the three DBs, as shown in Table 6, we achieved the best DR on HQFaces DB. Since HQFaces is made of predominantly adult faces, the result proves that gender discrimination is more evident in adults; consequently the classifier performs worst on children’s only DB (i.e., the Dartmouth DB). To further analyze this evidence, each image DB was split into seven age groups, 0 to 10, 11 to 20, 21 to 30, 31 to 40, 41 to 50, 51 to 60, and 61 to 70. The results presented in Table 7 depict two things: first, best DRs are achieved in the 21 to 30 age group, and second, it has been observed that the worst recorded result was on FGNET-AD’s 61 to 70 age group. This is obviously due to the size of the training data; as shown in Table 4, only seven images were used to train the algorithm at that instance. We therefore presume that sAM being a data-driven algorithm requires a sufficient amount of training data to achieve excellent classification results. If we were to sideline age groups with insufficient training data, it is then obvious that the performance of the gender classification for children’s faces (0 to 10 age group) remains clearly below what was achieved on adult faces where we had a sufficient number of training images.

6 Conclusion
We have proposed an sAM, which improves on the traditional AAM. When used for facial feature extraction, the model describes the face with very few components. For instance, we used just 13 components to effectively represent the face on FGNET-AD as opposed to AAM, which requires between 50 and 200 parameters. When used for age estimation, we achieved 5.49 MAE, which is comparable to most state-of-the-art algorithms and better than most algorithms that used AAM for feature extraction. Additionally, when used for gender classification, sAM outperforms most state-of-the-art work. This further proves the predict power and superior dimensionality reduction ability of the sAM. In the future, we hope to investigate the ability to reconstruct the human face using SAM with a view for conducting automatic facial age synthesis.
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