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Abstract. In image-guided surgeries (IGSs) and radiology, images are the main source of information. As image data provide the differentiation between normal and abnormal tissues in the human, the images need to be reliable and they need to provide accurate spatial representation of the patient. This research concentrates on the accuracy assessment of IGS devices in general and then specifically on the spatial accuracy of a common magnetic resonance (MR) imager and a mobile three-dimensional surgical computed tomography (CT) scanner. The accuracy assessment tool had been designed to be universal and to enable its use in the hospital setting. In this study, it was used in detecting the spatial accuracy of a commercial surgical CT scanner, the O-arm, and a 1.5-T MR imager. The results show the tendency of magnetic resonance imaging to produce slight decreases in spatial accuracy toward the fringes of the images from the isocenter. Furthermore, the results indicate that the accuracy of both scanners was within pixel size and thus highly accurate in the region of surgical interest of this study, © 2014 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JMI.1.1.015502]
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1 Introduction

Image-guided surgery (IGS) is a growing trend in the field of surgery and it is based on a number of different navigation and robotic systems. The advantage gained with these devices is that the operations can be performed closer to sensitive structures in the patient, often through minimized incisions closer to the operation zone. These advantages have led to safer operations and to shorter recovery times. Usually, IGS uses preoperative image data of the patient meaning that the surgeon has to take into account the possible image distortions and artifacts and also changes that occur in the patient’s anatomy during operations. Other sources that affect the quality of IGS include technical accuracy, registration accuracy, and application accuracy.

Technical accuracy indicates the overall quality of the surgical guidance device and it applies to its intrinsic accuracy, describing the average error of the used device in operational use. Registration accuracy is affected by the technical accuracy and the resolution of the used medical images. These components of accuracy need to be taken into account when performing an IGS procedure. By choosing correct imaging parameters and applicable registration technique, the registration accuracy may be improved. Application accuracy is a measure of the combined overall accuracy of the IGS operation.

Image artifacts decrease the quality of medical images, making them less useful for diagnosis and especially for IGS procedures. It is, thus, necessary to understand possible causes for image artifacts and also to have useful tools for inspecting the spatial accuracy. Image artifact, in general, is applied to any systematic difference between the medical images and the objects being scanned, some affect the diagnostic quality and some may be confused with pathology.

In IGS, the most often used imaging methods are computed tomography (CT) and magnetic resonance (MR) imaging. Thus, the objective of this study was to detect the spatial accuracy and possible geometrical distortion affecting the image quality and localization of features in three-dimensional (3-D) CT and MR images. The purpose was then to compare the quality of the images using both modalities.

As the objective was also to assess the overall suitability of the imaging modalities for IGS procedures, we concentrated on the image data that were obtained using the primary imaging protocols with both imagers. This was done by analyzing the spatial accuracy performance of the images using a common phantom. A custom-developed accuracy assessment phantom, designed for IGS guidance devices in the image quality analysis of a commercial surgical 3-D CT scanner, the O-arm (Medtronic Navigation Inc., Louisville, Colorado), and a 1.5-T MR scanner (GE Healthcare, Milwaukee, Wisconsin) was used in the study. Although somewhat different in their specific use, both devices form the basis for IGS operations at Oulu University Hospital, Oulu, Finland. The quality detection was done in the predetermined region of surgical interest (ROS). The phantom had also been used in a previous study in which the O-arm was shown to be an accurate scanner.
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for stereotactic operations in implanting deep brain stimulation electrodes.

2 Research Materials and Methods

2.1 Phantom

The utilized phantom was developed by the authors of this paper and it was made of three levels forming a volume of $132 \times 132 \times 100$ mm [Fig. 1(a)], which is roughly the volume of the ROSI in brain surgery. As MRI is based on measuring the emission of radiofrequency (RF) energy within the varying magnetic field and the spin effect of the proton of the hydrogen atom, the phantom was designed so that it could be filled with as much liquid as possible. Thus, the shape of the phantom was a cylinder consisting of three identical levels. Each level was 10-mm thick, and on each level 49 pegs with 6-mm diameter were placed in a $7 \times 7$ matrix formation with 22-mm intervals. The accuracy assessment points were machined as beveled holes on each peg (Fig. 1). Each level, thus, contained 49 beveled holes as the accuracy assessment points.

As water is often used as a substitute liquid for human tissue, the phantom was fitted inside a container and regular tap water with dishwashing solvent [sodium laureth sulfate, $\text{CH}_3(\text{CH}_2)_{10}\text{CH}_2(\text{OCH}_2\text{CH}_2)_n\text{OSO}_3\text{Na}$] was used as the liquid in MR imaging.

As the basis of CT imaging is the absorbance of x-rays in the object being scanned, no liquid was used in the CT scanning of the same phantom.

2.2 Imagers

As the research concentrated on the accuracy of the CT and MR imaging systems that form the basis of IGS, we utilized the devices that are in routine use at the Oulu University Hospital, Oulu, Finland. The intraoperative 3-D CT scanning system that was used in this study, the O-arm (Medtronic Navigation Inc., Louisville, Colorado), is a mobile surgical two-dimensional/3-D CT imaging system optimized for spinal and orthopedic surgery procedures. The scanning is based on a flat panel detector and cone-beam technology that produces 196 slices in 13 s in the standard mode and 382 slices in 26 s in the high definition mode. The pixel size is $0.415 \times 0.415$ mm with a slice thickness of 0.833 mm. The high-field MRI scanner was a conventional superconducting 1.5-T GE Signa HDx (General Electric, Fairfield, Connecticut). Figure 2 illustrates the phantom in the gantries of the O-arm and the MRI scanner.

2.3 Comparison Study Methods

For comparison of image formation and spatial accuracy of the imaging systems, optimal parameters for both scanners were used to obtain suitable contrast in the images while scanning the phantom.

The parameters for the O-arm were adjusted to obtain optimal contrast. The chosen parameters were 70 kVp, 40 mA current, and 156 mAs. Kilovolts and milliamperes were lower than usual to achieve reasonable image contrast. Three-dimensional scanning was not possible using clinically applied parameters as the phantom consists of materials with low-attenuating properties. With this adjusted protocol, the images covered the total volume of the phantom with optimal contrast. The size of the scanned cylindrical 3-D volume was $21 \times 16$ cm$^2$ (diameter $\times$ length). As the O-arm produces a conical sweep scan of the object, no gaps are formed between the slices.

The MRI scanning was carried out following the imaging protocol for cranial imaging. The phantom was positioned as near to the magnetic isocenter of the MRI scanner as possible within a normal head RF-coil. Three-dimensional T1-weighted axial MRI data sets were collected using the 3-D spoiled gradient recalled (SPGR) sequence (field of view $300 \times 300$ mm; matrix $256 \times 256$ pixels; slice thickness 1.5 mm). These are the primary imaging parameters used in the IGS navigation procedures.

Thus, image accuracy assessment was done by examining the images obtained with suitable scanning parameters for each scanner (Fig. 3). For assessing the spatial accuracy, a grid of known displacement of the phantom accuracy assessment points was placed over the image data, and the difference between the known coordinates and the image data coordinates was measured (Fig. 4). The distances were measured as a vector distance from the center point of the phantom to each corner.
Fig. 2 Assessed O-arm computed tomography (CT) scanner (a) and the 1.5-T MRI scanner (b) with the phantom on the patient imaging tables.

Fig. 3 Quality of the images of the scanned phantom with optimal scanning parameters using the CT (a) and MRI scanners (b).

Fig. 4 Grid was placed on the scanned phantom images: (a) on the CT image and (b) on the MR image. The grid forms $22 \times 22 \text{ mm}^2$. The four zones of accuracy assessment are indicated on the images.
accuracy assessment point. The total error was calculated as a mean of the errors within each zone.

### 3 Results

Figure 3 shows that the images obtained with both scanners are well formed and that the features of the phantoms are clearly visible. As CT [Fig. 3(a)] is based on the absorbance of x-rays in the object, the features of the phantom are seen as light gray and the surrounding air as dark gray or black. The MR images [Fig. 3(b)] were obtained using T1-weighted sequencing, visible. As CT [Fig. 3(a)] is based on the absorbance of x-rays 

| Imager          | Exact (mm) | Zone 1 $|\Delta E|$ | Zone 2 $|\Delta E|$ | Zone 3 $|\Delta E|$ | Zone 4 $|\Delta E|$ |
|-----------------|------------|-------------|-------------|-------------|-------------|
| O-arm           |            |             |             |             |             |
| Point 1         | 15.56      | 31.11       | 62.23       | 93.34       |
| Point 2         | 15.59      | 0.03        | 0.08        | 0.01        |
| Point 3         | 15.42      | 0.14        | 0.17        | 0.09        |
| Point 4         | 15.45      | 0.11        | 0.08        | 0.35        |
| Average displacement (mm) | 15.52      | 31.19       | 62.13       | 93.22       |
| $\pm SD$ (mm)   | 0.05       | 0.04        | 0.04        | 0.08        |
| GE Signa        |            |             |             |             |             |
| Point 1         | 15.67      | 31.17       | 62.42       | 93.16       |
| Point 2         | 15.58      | 0.02        | 0.06        | 0.18        |
| Point 3         | 15.67      | 0.11        | 0.03        | 0.26        |
| Point 4         | 15.41      | 0.15        | 0.29        | 0.18        |
| Average displacement (mm) | 15.48      | 31.06       | 62.38       | 93.48       |
| $\pm SD$ (mm)   | 0.06       | 0.08        | 0.06        | 0.10        |

Note: Exact = known coordinate values at each point; $|\Delta E|$ = absolute values of displacement from the exact points on the phantom; Point 1, Point 2, Point 3, and Point 4 = each measured point on the phantom. The points are in the phantom as follows: Point 1 is at the corner closest to the Roman numeral indicating each measured point on the phantom. In turn, at the corner of each zone clockwise from Point 1; SD = standard deviation.

The MRI images show a similar tendency, but the errors clearly increase at closer distances to the center. The average spatial accuracy error was 0.10 ± 0.04 mm within Zones I and II ($p < 0.01$), while increasing to 0.30 ± 0.10 mm in Zone IV ($p < 0.01$).

### 4 Discussion and Conclusion

The concept of the spatial accuracy detection of commercial CT and MR scanners in the actual hospital setting is introduced and a comparative analysis of the differences in the accuracy of these modalities is covered. An accuracy assessment phantom was developed and utilized in the assessment. The phantom was designed to cover the neurosurgical ROSI volume of a human head. The study presented the tools and methods that can be used in detecting the spatial accuracy of medical scanners. This was demonstrated by their application in the analysis of accuracy of two commercial scanners that are in routine IGS use at our collaborating hospital.

IGS systems form the basis of the current megatrend of minimally invasive surgical technique. Our findings are significant because we use a common phantom to compare, in the ROSI, both feature recognition and spatial accuracy of two of the most often used imaging modalities, namely the MRI and CT. The study and results are central to both radiology and operative specialties in the clinical setting as well as to engineers and scientists developing these and future IGS methods. One of the main problems leading to surgical risk and even errors has to do with inadequate image quality. Finally, the paper presents a method that can actually be used in the hospital.
setting for periodic testing of IGS imagers, devices, and instruments.

The evaluated CT device was a surgical 3-D scanner, the O-arm, and the MRI device a 1.5-T scanner. The results display the possible sources of distortions that can affect the image quality of each scanner as partially also covered by earlier authors. Other sources of error were minimized as the study was done in regular, ambient hospital conditions. By optimizing the imaging parameters for obtaining the most suitable contrast in the images, we could qualitatively perform the assessment with all possible imaging-related errors minimized to render results that are most suitable for comparison. These imaging parameters are also commonly used in the image acquisition for IGS procedures.

In the results analysis, we found that these scanners produced relatively little noticeable difference in the image distortions of the image data. The results also showed that the CT scanner produced sharper images of the phantom features. However, both devices produced spatially highly accurate image data with errors within the size of the image pixels. It was also shown that MRI produces images whose spatial accuracy tends to decrease while moving away from the isocenter of the imager. This is most likely due to the imaging technology, as the static magnetic field is most homogeneous at the isocenter of the MRI scanner. On the other hand, the O-arm images were of equal accuracy, but clearly more homogeneous as no appreciable difference between the zones was detected.

As discussed earlier, the image errors affect both the registration and the technical accuracy with a high impact on the reliability and overall application accuracy of IGS methods. It has been shown in a literature survey study that the image-based accuracy error may account for 0.1 to 3 mm of the total IGS application error. Yu et al. have assessed the application accuracy of a Leksell IGS system and found that the spatial error contribution of the used MRI and CT imagers was 0.0 to 1.4 mm with absolute error being in the range of pixel size (1 × 1 mm²), respectively.

Our earlier study indicated that the object being scanned should be taken into account when choosing parameters and positioning the object in the gantry for image acquisition using a CT scanner. Thus, in this paper, the imaging parameters were first optimized and the analysis was done using the highest quality image data to gain comparable data sets.

Future research in the field of image quality includes evaluation of the accuracy of other IGS devices employing the image data obtained with different imaging modalities. Furthermore, other sources of image distortions will be studied including those caused by surgical instruments and equipment commonly used in the operating rooms.
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