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Abstract. C-Arm CT three-dimensional (3-D) digital subtraction angiography (DSA) reconstructions cannot
provide temporal information to radiologists. Four-dimensional (4-D) DSA provides a time series of 3-D volumes
utilizing temporal dynamics in the two-dimensional (2-D) projections using a constraining image reconstruction
approach. Volumetric limiting spatial resolution (VLSR) of 4-D DSA is quantified and compared to a 3-D DSA.
The effects of varying 4-D DSA parameters of 2-D projection blurring kernel size and threshold of the 3-D DSA
(constraining image) of an in silico phantom (ISPH) and physical phantom (PPH) were investigated. The PPH
consisted of a 76-micron tungsten wire. An 8-s∕248-frame∕198- deg scan protocol acquired the projection data.
VLSR was determined from MTF curves generated from each 2-D transverse slice of every (248) 4-D temporal
frame. 4-D DSA results for PPH and ISPH were compared to the 3-D DSA. 3-D DSA analysis resulted in a VLSR
of 2.28 and 1.69 lp∕mm for ISPH and PPH, respectively. Kernel sizes of either 10 × 10 or 20 × 20 pixels with
a 3-D DSA constraining image threshold of 10% provided 4-D DSA VLSR nearest to the 3-D DSA. 4-D DSA
yielded 2.21 and 1.67 lp∕mm with a percent error of 3.1 and 1.2% for ISPH and PPH, respectively, as compared
to 3-D DSA. This research indicates 4-D DSA is capable of retaining the resolution of 3-D DSA. © The Authors.
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1 Introduction
In 1980, digital subtraction angiography (DSA)1,2 was intro-
duced, providing time-resolved images of a contrast injection
of a vascular network. Later, in 1997, three-dimensional (3-D)
DSA (Refs. 3 and 4) made possible the 3-D reconstruction of
a vascular network obtained from a 3-D rotational acquisition
[multiframe two-dimension (2-D) at trajectory angles].
Currently, in clinical practice, temporal dynamics of the vascular
network under study must be obtained from 2-D acquisitions
either from the rotational acquisition or from fluoroscopy
views and the 3-D representation from the temporally static
3-D DSA. Reasons for the use of C-Arm CT systems include
high spatial and temporal resolution, the ability to cover a large
field of view, the ability to move the C-Arm to various view
angles, and real-time fluoroscopy.5

Furthering these advances came the introduction of 4-D DSA
(Refs. 6 and 7) combining the temporal information of the 2-D
projections and the 3-D geometry of the 3-D DSA into a true
4-D display. The need for multiple sweeps,8 up to six bidirec-
tional sweeps were reported, of the C-Arm CT system gantry is
avoided in 4-D DSA. However, it should be noted the current
requirement of a sparse 4-D DSA constraining volume makes
accurate parenchymal blood flow, as reported in Ref. 8, difficult.
At a minimum, 4-D DSA requires one bidirectional sweep and
a single injection of contrast medium.

4-D DSA provides a time series of 3-D volumes and time
attenuation curves (TAC) for reconstructed voxels at the acquis-
ition frame rate. Time-of-arrival (TOA) metrics for time to peak
and time to a percent of max can be calculated using the TAC
data. Using time to percent max as a metric, a true 4-D view of
the 2-D parametric color coded views described in Ref. 9 can
now be obtained. Both a 4-D static TOA (3-D) and 4-D dynamic
TOA (4-D bolus arrival) can be achieved.7 The 4-D DSA
reconstruction allows the viewing of the ROI volume at any
time from any angle and from any angle at any time. 4-D DSA
avoids the unobtainable view problem inherit in 2-D DSA fluo-
roscopy due to gantry collisions with patient or couch. Current
research10 indicates 4-D DSA can provide superior visualization
of the temporal dynamics of the draining and filling vascular
networks extending from the nidus of arterovenous malforma-
tions (AVMs); however, further experience is needed with the
technique. There is also indication that 4-D DSA can be used
to obtain insight into the angioarchitectural features of an AVM.
The ability to use the temporal views of 4-D DSA can be seen
in Fig. 1.

The purpose of this research was to investigate the volumet-
ric spatial resolution of the time series of 4-D DSA reconstruc-
tions when varying reconstruction parameters specific to the 4-D
DSA algorithm. The parameters varied were the 2-D projection
blurring kernel size and the threshold applied to the C-Arm CT
Feldkamp, Davis, and Kress (FDK) reconstruction (3-D DSA).
The kernel affects the spatial resolution and signal-to-noise ratio
(SNR) of the projection, while the threshold affects the spatial
resolution and SNR of the 3-D volume used as a constraining*Address all correspondence to: Brian J. Davis, E-mail: bdavis@wisc.edu
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image. 4-D temporal volume spatial resolutions were then com-
pared to the 3-D DSA. Results were determined for both physi-
cal phantom and in silico phantom (ISPH) and compared to the
3-D DSA. This research was performed under both an institu-
tionally approved animal care and use committee protocol for
animals and an IRB protocol for human data.

2 Methods

2.1 Four-Dimensional Digital Subtraction
Angiography

4-D DSA is made possible by combining the 3-D DSA volume
and the 2-D rotational projections containing temporal informa-
tion using the 4-D DSA algorithm further discussed in Fig. 2 and
described by Eqs. (1) and (2).

EQ-TARGET;temp:intralink-;e001;63;257tiji¼n ¼ tðnÞ ¼ nTjn ∈R and n ∈ ½1: : :Nprojections�; (1)

EQ-TARGET;temp:intralink-;e002;63;224

i4DðtiÞ ¼ iC ∘ iWðtiÞ ¼ iC ∘ fBPðθðtiÞ; pðtiÞÞ

¼ iC ∘ fBP

 
θðtiÞ;

kB � ptðtiÞ
kB � pCðθðtiÞÞ

!
: (2)

The projection sampling of a C-Arm CT system is shown in
Eq. (1), where T is the sampling period. The constraining
image, iC, is first generated by applying a threshold to the 3-D
DSAvolume. A projection containing temporal information, pt,
is convolved using the operator “*” with a 2-D square blurring
kernel, kB, of uniform intensity. The forward projection of the
constraining image pC is also blurred by the kernel kB. The con-
volution of projections acts to increase SNR (Ref. 7) of the pro-
jection image. These projection data are then divided element by

element and backprojected, fBP, into 3-D space at the view
angle θ to create a weighting volume iW . The fBP operator back-
projects a projection value at detector coordinates u and v to a 3-
D coordinate x, y, and z in 3-D space given the view angle θ. The
backprojection operation does not perform any filtering or
weighting of the projection data. This work implemented the
p-matrix voxel driven backprojection algorithm as described
in Scherl et al.,11 Wiesent et al.,12 and Galigekere et al.13 The
Hadamard product “°” of the weighting volume, iW , and the con-
straining image, iC, generates raw 4-D time frame, i4D, data,
which can be further processed. The postprocessing includes
corrections for vessel overlap in a projection, which causes a
reconstruction artifact, higher than actual values during overlap
periods, in the TACs of 4-D DSA.

The 2-D projections record the contrast enhanced dynamics
of the vascular network under study following the single injec-
tion of contrast near the start of the acquisition. The 2-D pro-
jections are used to generate the 3-D DSA volume through
conventional techniques.12,14 The 3-D DSA volume is then
sparsified using a simple thresholding approach to generate
a 3-D volume for use as a volumetric constraining image, iC.
Constraining volume generation using 3-D DSA has the effect
of removing background noise, thus allowing the viewing of
the vascular network. The process is similar to that of window
and leveling techniques currently used to view current 3-D
reconstruction volumes.

The angle θðtÞ represents the scan acquisition trajectory view
angle at the acquisition time frame t. There is a direct relation-
ship between the projection angle θ and the time index t; there-
fore, the terms will be used interchangeably. For forward
projections, pC½θðtÞ� of the constraining image are taken at the
same angle as the temporal projection ptðtÞ. The constraining
image, iC, is a static image with no temporal variation, where

Fig. 1 On the left is a 3-D DSA of a canine with all vessels opacified. On the right is a 4-D DSA early time
frame before opacification of the venous return vessels. Demonstrated is the ability of 4-D time frames to
provide an unobstructed view of arterial vessels. The 3-D DSA contains both arteries and veins, therefore
obscuring visualization of the internal carotid arteries (ICAs). The white arrows highlight the course of
the right ICA in the 4-D DSA view. The ellipse highlights the distal segments of the ICAs for reference.
Both these reconstructions can be viewed from any angle; however, only 4-D DSA can be viewed from
any time.
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pCðtÞ has no meaning other than to simplify the equations and
shall be equivalent to pC½θðtÞ�.

The equations, descriptive geometry, and reconstruction
algorithm for 3-D DSA are discussed in numerous sources, nota-
bly Refs. 12 and 14. The 3-D DSA reconstruction process
involves cosine weighting, Parker-weighting,15 and convolution
of the projections with a one-dimensional (1-D) filtering kernel
followed by a backprojection into 3-D space. Convolution
occurs only along the dimension perpendicular to the axis of
rotation and is not a 2-D convolution. The 3-D DSA and 4-D
DSA reconstructions used the same 1-D Hamming filter as the
4-D DSA constraining image is derived from the 3-D DSA.

The convolved temporal and constraining projections have a
consistent attenuation where vessels occur. However, due to ves-
sel overlap in a given projection, attenuation is increased in
overlap areas, which creates artifacts in the per voxel TAC of
4-D DSA when reconstructed. To mitigate this effect, the con-
volved temporal projections are then normalized by dividing the
constraining projections element by element to aid in minimiz-
ing artifacts due to vessel overlap to create the normalized 2-D
temporal time frame projection p4DðtÞ as shown in Eq. (3).
Normalization does not completely eliminate overlap as the con-
straining image is a time average integral through the vessels.

What is ultimately desired out of the division process is a
normalized projection in the set of real numbers, p4D ∈ Rn

and p4D ∈ ½0;1�. An ideal normalized projection allows the acti-
vation or deactivation of the vessel network in the constraining
image when backprojected to create the weighting image. In
practice, this is challenging to obtain as the constraining volume
is a time average of the reconstructed temporal projections.
Thus, the reprojection of the constraining image is a projection
of a time averaged volume. Normalization allows the weighting
of the image by a factor between zero (off) and one (on). A
method found to work is described in Eq. (4). The denominator
is increased by a factor that is five percent of the max value of
the projection data in the denominator.

EQ-TARGET;temp:intralink-;e003;326;456p4DðtiÞ ¼ pNormðtiÞ ¼
kB � ptðtiÞ
kB � pCðtiÞ

; (3)

EQ-TARGET;temp:intralink-;e004;326;418p4DðtiÞ¼pNormðtiÞ¼
kB �ptðtiÞ

kB �pCðtiÞ ∘ 1.05× max½kB �pCðtiÞ�
:

(4)

While normalization of the projections can aid in decreasing
the vessel overlap artifact, algorithms have been created to
further reduce the artifact. The single projection (SP) algorithm
described in Eq. (2) is the basic algorithm of 4-D DSA. It
became clear early on in the investigation of 4-D DSA that
this algorithm would require further refinement to account for
vessel overlap in the projections. 4-D DSA separation angle
(SA) and minimum within a search angle (MSA) algorithms
have been developed to further process the 4-D data generated
by Eq. (2) temporally on a voxel-by-voxel basis.

The separation angle algorithm is described in Eq. (5) and
takes two projections separated by an angle. The square root
is used as an approximation to retain the actual values as two
projections and thus two weighting volumes are used. A typical
value for τ was one that would yield an angular separation in the
acquisition trajectory of 30 deg. The SA is selected to provide
a physical projection angle separation while still maintaining
acceptable temporal resolution. Ideally, the angle selected
would be 90 deg, providing ideal spatial separation; however,
selecting this value is at the cost of temporal resolution.
EQ-TARGET;temp:intralink-;e005;326;145

iSAðtiÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
iC ∘ iWðtiÞ ∘ iC ∘ iWðtiþτÞ

p
¼ iC ∘

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
iWðtiÞ ∘ iWðtiþτÞ

p
:

(5)

The minimum search angle algorithm as described by Eq. (6)
aims to decrease vessel overlap artifacts by searching for the
minimum value of the temporal data for a given voxel over

index = 1 index = N
Early time frame Late time frame1

X

2

5 6
4-D DSA 3-D 
temporal frame

C-Arm CT
3-D FDK 
(3-D DSA)

2-D DSA temproal 
projections

Weighting
volume iw

Blurred 2-D temporal 
projectionst

Constraining image
(thresholded 3-D DSA)

Fig. 2 4-D reconstruction process illustrating the projection space left of the dashed line and 3-D space
on the right. The projections are first acquired in step 1. The volume is then reconstructed from projec-
tions as shown in step 2. Constraining image generation by which the 3-D DSA is threholded is shown in
step 3. The 2-D blurring kernel is applied to the temporal projections and reprojections (not shown) of
the constraining volume in step 4. The blurred temporal projections and reprojections are then divided
(not shown). The normalized projections are then backprojected individually to create a weighting volume
for each time frame, step 5, and the result is multiplied with the constraining image shown in step 6.
Highlighted are steps 3 and 4 as the effect these steps have on the limiting spatial resolution is the
focus of this research.
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a search angle to mitigate the contrast curve intensity spikes that
can occur when vessels overlap in a projection.

EQ-TARGET;temp:intralink-;e006;63;730tminðtiÞ ¼ argmin
t 0∈½ti: : : tiþτ �

½i4Dðt 0Þ�; iMSAðtiÞ ¼ iC ∘ iW ½tminðtiÞ�:

(6)

The value tmin is the minimum temporal index over a time range
t 0 ∈ ½ti: : : tiþτ�, where the argument minimum of i4Dðt 0Þ is at a
minimum on a per voxel TAC basis. The case as ti approaches
the last temporal index ti max, the temporal delta τ is allowed to
approach zero, τ → 0, as the number of remaining time frames
decrease. For a given voxel TAC, the time index selected for the
time frame is the time frame with the lowest TAC value. This
time index thus selects the lowest TAC value over the search
range. Thus, tminðtiÞ represents a 3-D array of time indices
for each voxel TAC where the value in each voxel TAC is a min-
imal value over the temporal search range.

While in an ideal mathematical sense MSA is equivalent to
SP and SA algorithms when a perfect static object is used, when
used in real-world data, this is not the case due to imperfections
in scan geometry and data acquisition. However, limiting spatial
resolution results for the other algorithms were found to be iden-
tical to the results of MSA. The effects of the algorithms were
not the focus of this research. Recently, various interpolation
algorithms have been developed and investigated to interpolate
over areas of vessel overlap in the TAC data. The impact of these
interpolation algorithms on resolution were not investigated in
this work.

2.2 Frequency Response

A simplified form of the equation for 4-D DSA is shown in
Eq. (7). The division by the reprojection of the constraining vol-
ume has been omitted for the current purposes of discussion;
the theta notation and time variable have been dropped for the
sake of simplicity.

EQ-TARGET;temp:intralink-;e007;63;346i4D ¼ iC ∘ fBPðkB � ptÞ: (7)

The notation shown shall use lowercase to represent equations in
image space with uppercase variables representing the Fourier
transformed variables in frequency space. The temporal projec-
tion data, pt, is first convolved with the blurring kernel, kB. This
operation is a convolution in image space, but is a multiplication
in frequency space as described by Eqs. (8), (9), and (10). This is
essentially a low-pass filter operation in which frequency con-
tent in the projection Pt is limited to the bandwidth of the filter
kernel KB.

EQ-TARGET;temp:intralink-;e008;63;212pkernel ¼ kB � pt; (8)

EQ-TARGET;temp:intralink-;e009;63;176kB � pt⇔
F
KB ∘ Pt; (9)

EQ-TARGET;temp:intralink-;e010;63;141Pkernel ¼ KB°Pt: (10)

Basic properties of MTF and frequency analysis will be used to
discuss the effects of 4-D DSA on the limiting spatial resolution.
The equation 16 using the Fourier transform, F , for finding the
MTF given the point spread function (PSF) data is shown in

Eq. (11). The solution for the MTF of the system is shown
in Eqs. (12) and (13).

EQ-TARGET;temp:intralink-;e011;326;730MTFðm; fÞ ¼ jF ½PSFðx; yÞ�j; (11)

EQ-TARGET;temp:intralink-;e012;326;698MTFMeasured ¼ MTFSystem ∘ MTFObject; (12)

EQ-TARGET;temp:intralink-;e013;326;671MTFSystem ¼ MTFMeasured

MTFObject
: (13)

For the purpose of discussion, the limiting spatial resolution of
two data sets in object space, a and b, having been transformed
into frequency space, A and B, shall be defined here as fA and
fB, respectively. The maximum limiting spatial frequency fM
resulting from product of the two frequency responses is defined
in Eq. (14).

EQ-TARGET;temp:intralink-;e014;326;565fM ¼ minð½fA; fB�Þ: (14)

The limiting spatial resolution in MTF analysis is either the
point where the MTF reaches the first zero when using a
pure mathematical approach or in analysis of real-world data,
the first point on the MTF curve that reaches 10% of the
value at zero spatial frequency starting from zero spatial fre-
quency. The maximum limiting spatial frequency, fM, of a con-
volution operation in image space is the minimum of the spatial
frequency of the data being convolved, sets a and b, as the multi-
plication in frequency space is dependent on the first zero cross-
ing of either of the two data sets as described by Eq. (14). The
limiting spatial frequency for the resulting 4-D DSA temporal
projection, p4D, to be backprojected is therefore described by
Eq. (15).

EQ-TARGET;temp:intralink-;e015;326;391fP4D
¼ minð½fKB

; fPt
�Þ: (15)

The next step is to backproject the temporal projection, p4D, to
the object plane. The scaling of the image detected by the detec-
tor at the image plane is scaled into the object plane and is
accomplished through the backprojection operation. The mag-
nification, m, represents the geometric scaling factor. The back-
projection operation is not a simple 1-D operator, but acts to
project the data along direct rays between the image plane
and the source. However, for the purposes of discussion and
to aid in clarity of understanding the backprojection operation
effects on 4-D DSA, the backprojection operation shall be rep-
resented as a scaling of image data to the object plane. This
analysis is akin to taking a 1-D centered radial sample of the
transverse plane such that at the angle that is acquired, the cen-
tral slice object data axis is exactly parallel with the detector as
shown in Fig. 3.

The effect of this is shown as scaling the projection of an
object of width aI from the image plane I to the object plane
O, as shown in Fig. 3, resulting in an object width of aO.
This results in a frequency scaling in frequency space and is
described by Eq. (16) and application to 4-D DSA in Eq. (17).

EQ-TARGET;temp:intralink-;e016;326;135fO ¼ 1

aO
¼ m

aI
¼ m × fI; (16)

EQ-TARGET;temp:intralink-;e017;326;91fFBP
¼ m × fP4D

¼ m × ðmin½fK; fPt
�Þ: (17)
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The last operation to be performed is that of multiplying the
constraining image with the backprojection of the temporal pro-
jection. A multiplication in image space is a convolution in fre-
quency space. The wire object in the constraining image and the
weighting volume image were modeled with a pair of Jinc func-
tions17 to aid in determining the effects of the multiplication in
image space. Various sizes were used in the model and resulted
in the maximum spatial frequency tracking with object that had
the highest spatial frequency or the smaller of the two objects in
image space. Therefore, it was determined that maximum spatial
frequency of the multiplication of the constraining image with
the weighting volume is the maximum of the two spatial
frequencies of the two objects when convolved in frequency
space as described by Eq. (18) and with application to 4-D
DSA shown in Eq. (19).

EQ-TARGET;temp:intralink-;e018;63;425fC ¼ maxð½fA; fB�Þ; (18)

EQ-TARGET;temp:intralink-;e019;63;391f4D ¼ maxð½fIC ; fFBP
�Þ: (19)

The resulting limiting resolution of 4-D DSA, f4D, is the maxi-
mum of the limiting resolution of the constraining image, iC,
and the minimum of the limiting resolution of the blurring
kernel and the temporal projection data, pt, scaled to the image
plane by the scale factor, m, as shown in Eq. (20).

EQ-TARGET;temp:intralink-;e020;63;309f4D ¼ maxð½fIC ; fFBP
�Þ ¼ maxð½fIC ; m ×minð½fK; fPt

�Þ�Þ:
(20)

The 4-D DSA process includes a number of nonlinear opera-
tions such as thresholding and division of the temporal projec-
tions by reprojections of the constraining volume. Although 4-D
DSA is a nonlinear system, it is treated as linear at an operating
point. The standard approach18 of scanning a fine highly attenu-
ating wire centered in and perpendicular to the transverse plane

was performed. The effects of the 4-D DSA reconstruction on
volumetric spatial resolution were investigated using both an
ISPH and the scan of a physical 76 micron (um) diameter tung-
sten wire centered in a cylindrical supporting structure. ISPH
was modeled after the PPH as cylinder centered in the transverse
plane with the axis parallel to the axis of rotation extending
throughout the entire volume of interest. The physical phantom
is shown in Fig. 4. The constraining image inherits the recon-
struction parameters from the 3-D DSA as it is a 3-D DSAwhere
a threshold has been applied. The spatial resolution of a 4-D
temporal volume can be obtained by the same means as for
the 3-D DSA. The 3-D DSA is compared with the 4-D temporal
frames (temporally enhanced 3-D volumes) of 4-D DSA recon-
structions. This was done on a volumetric basis using a single
transverse slice of a physical or digital phantom of a small wire.
Resulting PSF data were radially averaged and Fourier analysis
performed to generate averaged MTF data for each 3-D DSA
volume and 4-D DSA temporal slice. The limiting spatial res-
olution was automatically determined by finding the spatial res-
olution when 10% of the magnitude at zero spatial frequency
was reached. Numerical simulations and reconstruction of the
real-world phantom were performed using a combination of
MATLAB® (The Mathworks Inc., Natick, Massachusetts) and
CUDA (NVIDIA Corp. Santa Clara, California) based software.
The spatial resolution at the center of the central slice of the
C-Arm CT biplane system (Artis zee, Siemens Healthcare,
Forchheim, Germany) used is determined by Eq. (21) and is based
on the Nyquist sampling criteria using the detector spacing (du),
imaging geometry source to image distance (SID), and source to
object distance (SOD) to determine the minimal detectable dis-
tance achievable in the transverse plane. This equation does not
account for blurring effects due to focal spot, geometric instabil-
ities of the C-Arm, or projection filtering. The minimal resolvable
distance calculation is shown in Eq. (22).

EQ-TARGET;temp:intralink-;e021;326;378fNyquist ¼
1

2 × du × 1
m

¼ m
2 × du

¼ SID

2 × du × SOD

¼ 1200½mm�
2
�
del
cyc

∕
�
× 0.3080

�
mm
del

�
× 750½mm�

¼ 2.59

�
cyc

mm

�
≈ 2.60

�
lp

mm

�
: (21)

The scan geometry was determined using a standard 4-D DSA
acquisition procedure without zoom of the detector/C-Arm with
SID set to the maximum of 1200 mm and SOD held constant
at 750 mm resulting in the magnification factorm, and collimation
set to maximum field of view with 2 × 2 binning yielding a detec-
tor resolution of 1240 × 960 detector elements with isotropic
detector element size of 0.3080 mm (2480 × 1920 native non-
binned resolution with 0.154 mm isotropic detector elements).
The minimal resolvable distance is calculated with Eq. (22), which
was used to ensure the reconstruction grid was smaller than this
dimension.

EQ-TARGET;temp:intralink-;e022;326;155dmin ¼
du
m

¼ 1

fNyquist
¼ 0.385½mm�: (22)

The selection of the maximum allowable wire size was found to
be 86 micron using the approach of Nickoloff.19 The reconstruc-
tion grid (slice) was 512 by 512 voxels with a 0.0376mm isotropic
voxel size. The voxel size was made considerably smaller than
the minimum resolvable object size, dmin, to ensure proper

Fig. 4 Image of the physical phantom. The location of the tungsten
wire has been highlighted by dark gray box overlaid on the image and
is located in the center of the box.

m = 
SID

SOD aO

a I=

Source

a I

aO

aO 
aI= m

Fourier 
transform

x F(x) = X

aI
fI = 1

Image space Frequency space

aO
fO= 1

aI
= m

F

F-1

Inverse
fourier 
transform

SODSID

Image
plane

Object
plane

Fig. 3 Resulting geometric and frequency scaling from the image
plane to the object plane.
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reconstruction and 4-D DSA reconstruction artifacts could be
properly investigated. Off axis and off central slice resolution
was not investigated in this research and is a topic for future inves-
tigation and research. The physical wire phantomwas built using a
Scientific Instruments (New Jersey) 0.076 mm tungsten wire part
number W91 surrounded in an air-filled thin-walled plastic cylin-
der, 47 mmO.D., as a supporting structure as shown in Fig. 3. The
phantom was then scanned on C-Arm CT biplane system. The
scan procedure was 8.2 s in duration providing 248 projections,
at a frame rate of 30 fps, at 60.4 kVp and 168 mAs.

The phantom was placed in the field of view for the mask run
and removed from the field of view for the fill run. This was
done to allow the same processing pipeline to be used for current
4-D DSA processing while also setting the automatic exposure
control to the object during the mask run. The mask and fill pro-
jections were then interchanged to allow correct subtraction and
sign of the value in the projections. Normalized projections
using Eq. (4) were used in this analysis.

The steps to generate MTFs are as follows. Select a back-
projection filtering kernel and perform a reconstruction at
the correct zoom factor to satisfy the Nyquist criteria and
reconstruction grid requirements. Acquire a central transverse
slice of the temporal frame of the reconstructed object and repeat
the process for each 4-D volume. Sum all transverse slice time
frames extracted from each 4-D time frame volume to make
a composite PSF. Find the center of the composite PSF.
Preprocess the transverse slices of the temporal time frame if
necessary. Radially average the temporal slice in the spatial
domain using the center coordinates found using the composite
time frame. Generate the measured modulation transfer function
(MTF) from the radially averaged PSF by taking the fast Fourier

transform (FFT). Then take the absolute value of the result of the
FFT. The system MTF is then determined by dividing the mea-
sured MTF by an estimate of the MTF of the object (Jinc).
The maximum spatial resolution is determined from the result-
ing MTF plot by finding the first zero or value on the fre-
quency axis where a ten percent of the zero frequency value
is reached.

Generation of a composite frame stated above was performed
to aid in finding an accurate center of the PSF. Composite frame
generation was performed to avoid projection angle dependent
modulation in some reconstructed frames. The modulation was
induced by the backprojection of blurred temporal projection
data where blurring as a result of the blurring kernel, of size
zero or two, is less than that induced blurring due to geometric
instability. Preprocessing of the transverse slice as stated above
can include cropping the image from 512 to 64 voxels on center
to avoid any ripples in the frequency response curve near zero
spatial frequency due to the standard deviation increasing with
increasing N as described in Ref. 17.

3 Results
The limiting spatial resolution of the 3-D DSAwas found to be
higher for ISPH than for PPH and is a result of simulated
processing stage not accounting for geometric instability and
focal spot blurring. While these results are not similar, the dis-
cussion of the differences is an important topic. The results are
summarized in Table 1. Frequency response plots for the 3-D
C-Arm CT, constraining image, PPH, and ISPH are shown in
Figs. 5, 6(a), and 6(b).

The spatial resolution of the 4-D DSA tracks with that of
the constraining image as can be seen from the table when

Table 1 ISPH and PPH limiting spatial resolution summary table.

Limiting spatial resolution (lp/mm) Relative percent error 100 × ðA − BÞ∕A

Kernel size Threshold 3-D DSA
Constraining

image 4-D DSA
Constraining image
versus 3-D DSA

4-D DSA versus
constraining image

4-D DSA versus
3-D DSA

ISPH 20 10 2.28 2.21 2.21 3.07 0.00 3.07

10 10 2.28 2.21 2.21 3.07 0.00 3.07

5 10 2.28 2.21 2.20 3.07 0.45 3.51

2 10 2.28 2.21 2.92 3.07 −32.13 −28.07

20 30 2.28 2.55 2.55 −11.84 0.00 −11.84

10 30 2.28 2.55 2.55 −11.84 0.00 −11.84

0 10 2.28 2.21 4.33 3.07 −95.93 −89.91

PPH 20 10 1.69 1.66 1.67 1.78 −0.60 1.18

10 10 1.69 1.66 1.67 1.78 −0.60 1.18

5 10 1.69 1.66 1.67 1.78 −0.60 1.18

2 10 1.69 1.66 1.67 1.78 −0.60 1.18

20 30 1.69 1.82 1.82 −7.69 0.00 −7.69

10 30 1.69 1.82 1.82 −7.69 0.00 −7.69

0 10 1.69 1.66 1.67 1.78 −0.60 1.18
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appropriate kernel sizes, 5, 10, and 20, are used. Provided the
threshold of the constraining image is not severe and limiting
resolution of the constraining image is maintained close to
the 3-D DSA, the limiting resolution of 4-D DSA temporal
volumes are very near to the resolution of the 3-D DSA
reconstruction volume. While Eq. (20) may appear to inflate
the resolution of 4-D DSA, it does so only marginally. Blurring
kernels of the size typically used widen the object data in image
space and thus decrease the limiting spatial frequency of the
object in frequency space. The wider the image is in image
space, the smaller the value is for the zero crossing in frequency
space for the frequency response of the image and, thus, the
smaller the contribution is to the resulting limiting spatial res-
olution. When typical parameters for the projection blurring are
used, the effects of the weighting volume term (iW) in Eq. (20)
has little impact on the limiting spatial resolution.

When the 4-D DSA algorithm is applied with square kernels
of 5, 10, and 20 pixels, the resolution is lowered for ISPH and
PPH only as a result of the constraining image. The kernel size

Fig. 5 C-Arm CT and constraining image frequency response curves.

Fig. 6 Frequency response results for the (a) ISPH and (b) PPH. Near-exact results have been grouped
for clarity.

Fig. 7 ISPH profiles of the PSF with (a) kernel size 5 and 10% threshold and (b) kernel size 0 and 10%
threshold.
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can only act to increase the resolution beyond the constraining
image by allowing high spatial frequency data in the projection
to modulate the constrain image. This represents a reduction of
∼3.1% for ISPH and ∼1.2% for PPH. These typical values for
the kernel size have a minor effect on the spatial resolution. It is
not until the kernel is changed to 2 or no kernel is applied that
projection is allowed to retain the high spatial frequency content.
The effect is a modulation of the 4-D DSA volumes during the
backprojection operation. The result is a narrowing of the 2-D
PSF of the constraining 3-D volume perpendicular to the ray
along which the data are backprojected. Figures 7 and 8 clearly
show when modulation does and does not occur along the pro-
jection. Figures 7(b) and 9(b) demonstrate the modulation at the
projection angle. This acts to cause an inflation of the results for
the 4-D limiting spatial resolution as described by Eq. (20). The
effect is apparent only in ISPH due to the ideal reconstruction
process and the retention of high spatial frequency content in the
projections. Modifying the volume threshold has the expected

effect of artificially inflating the limiting resolution as can be
seen when comparing datasets for which the kernel size was
10 or 20 and the threshold changed from 10 to 30% for either
phantom.

4 Conclusion
4-D DSA is capable of producing a time series of 3-D angio-
graphic volumes that have occurred at any time in the scan and
from any view angle while retaining the resolution of the C-Arm
CT FDK reconstruction (3-D DSA) volume. 4-D DSA is
capable of providing a resolution of 1.67 lp∕mm at a temporal
resolution of 30 frames per second using a standard protocol.
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