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Abstract. Light trapping by means of backside diffraction gratings can strongly increase the efficiency in silicon solar cells. However, the optimization of the grating geometry involves comprehensive multiparameter scans, which necessitates an efficient simulation method. In this study, we employ a simulation approach that combines ray tracing with rigorous coupled wave analysis. As an additional benefit, this approach provides a much better physical insight into the light trapping mechanism in contrast to fully electromagnetic simulation methods. The influence of the ray tracing simulation settings in terms of recursion depth and diffraction order on the simulation results is investigated. We show that the choice of a proper recursion depth and a sufficient number of diffraction orders is essential for obtaining fully optimized grating parameters and that the minimum recursion depth required for obtaining the correct optimized grating parameters depends on the silicon thickness. Furthermore, we investigate the influence of the angle of incidence on the optimized grating parameters. As major result, we find that the optimum grating structure does not depend on the angle of incidence on the solar cell. © The Authors. Published by SPIE under a Creative Commons Attribution 3.0 Unported License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.JPE.3.034595]
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1 Introduction

The efficiency enhancement of silicon solar cells by increasing the interaction length of light at weakly absorbed wavelengths using backside diffraction gratings has been widely studied. However, several aspects that require systematic in-depth analysis have not been sufficiently addressed so far. We have recently introduced a simulation procedure combining a two-dimensional ray tracing algorithm with rigorous coupled wave analysis (RCWA) that facilitates comprehensive studies on the efficiency enhancement in silicon solar cells by means of backside diffraction gratings. Compared to the fully electromagnetic simulation methods, RCWA and finite difference time domain (FDTD), the major benefit of this combined approach is the strongly reduced computation time and the gain in simulation precision, in particular for cells with an absorber thicker than 10 $\mu$m. Previously, we have already applied this combined RCWA/ray tracing approach to study the influence of the absorber thickness on the optimum grating parameters providing maximum photocurrent densities. In this article, we present an in-depth analysis of the influence of simulation parameters, such as the recursion depth or the diffraction order and the number of diffraction orders on the simulation outcomes. This analysis not only reveals the requirements for achieving a correct optimization of the grating parameters but also provides unprecedentedly a clear picture of the light trapping mechanism. Furthermore, for the first time to the best of our knowledge, we investigate the influence of the angle of incidence of sunlight on the optimum parameters of backside gratings.

2 Simulation Method and Coherence of Sunlight

Figure 1 shows the silicon solar cell model with a backside diffraction grating investigated in this article and a reference structure without grating. In this article, we exclusively use a duty cycle of
the diffraction gratings which is 1:1. The flat front surface is covered with a single layer anti-reflection (AR) coating made of 80-nm silicon nitride (SiNx). The backside is covered with a 100-nm-thin SiO$_2$ layer and an aluminum electrode. The SiO$_2$ layer improves the reflectance of the backside aluminum electrode.

In our approach, the front side thin film AR coating and the backside diffraction grating including a thin film SiO$_2$ coating are treated in a fully coherent way, whereas the silicon layer is treated incoherently. In a first step, the reflectivity and transmissivity of the front side AR coating were calculated as polarization dependent functions of the angle of incidence and employing the standard equations for a homogeneous dielectric film. Furthermore, the diffraction efficiencies of the backside gratings were also determined for different period lengths and modulation depths depending on the angle of incidence, wavelength, polarization, and diffraction order $m$ by means of RCWA. All these resulting data were interpolated to accelerate the computation in the subsequent ray tracing, in which the overall light absorption inside the silicon was calculated. In this ray tracing algorithm, light rays with different wavelengths entering the silicon layer are traced for a certain number of zig-zag reflections inside the silicon layer. The recursion depth counts the number of reflections at the backside grating of each light ray, taken into account for calculating the absorption. In our simulations, each ray is traced inside the silicon layer until either its fractional intensity is smaller than a minimum limit ($I_{\text{ray}}/I_{\text{in}} < 10^{-5}$) or the number of reflections/diffractions at the backside grating exceeded the recursion depth $r$. The ray tracing is performed for different wavelengths and for both polarizations. As the light rays propagate inside the silicon layer the wavelength dependent absorption is summed up according to Beer–Lambert’s law. Finally, the absorption was integrated over the wavelength range 300 to 1140 nm, and averaged over both polarizations. The photocurrent density is defined by

$$J_{\text{ph}} = e \int_{\lambda=300 \text{ nm}}^{\lambda=1140 \text{ nm}} A(\lambda)S(\lambda)d\lambda,$$

where $A(\lambda)$ is the photon absorption inside the silicon, $S(\lambda)$ is the incident photon flux, and $e$ is the elementary charge. In this article, the photocurrent density was calculated by summing up the number of absorbed photons over the solar spectrum air mass coefficient (AM 1.5), over both polarizations. It was assumed that each absorbed photon generates an electron hole pair without considering electrical losses.

Green’s complex refractive index data for silicon are used, and for the complex refractive index data of Al and SiO$_2$ were used. Further details on this combined RCWA/ray tracing approach can be found in Refs. 11–13 and 19.

This combined coherent/incoherent approach can be justified in the following way. The coherence length of sunlight measured by means of a Michelson interferometer has been estimated to be about 600 nm, under the assumption that the sun is a black body radiator emitting photons at temperature of $T \sim 6000$ K. It is often argued that for optical path lengths longer than this coherence length no interference occurs and, therefore, an incoherent treatment is appropriate. From this point of view the incoherent treatment of silicon layers with a thickness of $\geq 1 \mu$m would be well justified. However, in fact etalons of several microns thickness still act as thin film filters which are well known to increase the coherence length. Therefore, it can be
expected that Fabry–Perot resonances also occur for silicon layers of several microns thickness. In this partially coherent regime, the fringe visibility of the Fabry–Perot resonances will decrease with increasing layer thickness. Moreover, the spectral distance between two resonances decreases with increasing silicon layer thickness. In terms of absorption and, thus, photocurrent, the effect of these Fabry–Perot resonances is negligible, and an incoherent treatment of the silicon layer is acceptable.

In order to validate the combined RCWA/ray tracing approach, we compared the simulation outcomes of the photocurrent densities with the results obtained by a full RCWA simulation for thin cells. Figure 2 plots the absorption spectra calculated by the combined RCWA/ray tracing approach and the absorption spectra obtained from fully coherent RCWA simulations for thin cells with thicknesses of 1, 3, and 10 μm as well as the spectra for the corresponding reference cells without grating (dashed curves). For both methods, the results of the two polarizations [transverse electric (TE) and transverse magnetic (TM)] were averaged. In the combined RCWA/ray tracing approach, a recursion depth of \( r = 8 \) was chosen and the highest order of diffraction taken into account was set to \( m = \pm 5 \).

The absorption spectra calculated with full RCWA (blue curves in Fig. 2) show oscillations caused by interference effects inside the silicon while for the spectra calculated with the combined RCWA/ray tracing approach these interference effects are taken into account. In particular for thin cells, strong oscillations due to interference effects occur under the assumption of a coherent light. These oscillations are largely averaged out in the calculation of the photocurrent densities. The deviations of the photocurrent densities between the two methods amount to about 4% for \( d_{\text{Si}} = 1 \mu m \), 1.7% for \( d_{\text{Si}} = 3 \mu m \), and 0.9% for \( d_{\text{Si}} = 10 \mu m \). Thus, with increasing silicon thickness the differences get smaller because interference effects play a less important role.

A significant advantage of the combined simulation method is that the RCWA-based calculation of the backside grating diffraction efficiency can be performed for a thin simulation domain without including the absorber layer. This allows the use of a sufficiently large number of harmonics, in this article 35, guaranteeing a high precision of the simulation outcomes independent of the silicon absorber thickness. By contrast, the precision of full RCWA simulations of the whole solar cell structure including the absorber layer will drop rapidly for thicknesses exceeding a few microns, because the number of harmonics has to be reduced due to limitations in computer memory and computation time. Therefore, especially for cells with a thickness \( d_{\text{Si}} > 10 \mu m \) the combined RCWA/ray tracing simulation approach is highly favourable compared to full electromagnetic simulation methods, such as RCWA and FDTD because, the simulations can be performed with a sufficiently large number of harmonics.

As an additional benefit, the incoherent treatment of the silicon absorption layer provides a much better physical insight into the light trapping mechanism, which cannot be gained when using fully coherent simulation methods, where Fabry–Perot resonances obscure the characteristic humps in the absorption spectra (see Fig. 2) which will be described in detail in Sec. 3.

Fig. 2 Absorption spectra calculated by the combined rigorous coupled wave analysis (RCWA)/ray tracing approach and by full RCWA simulations averaged for TE and TM polarization for thin silicon solar cells with a thickness of 1, 3, and 10 μm. The dashed red lines indicate the results of the combined RCWA/ray tracing approach for cells without backside grating (w.g.). The symbol # indicates the number of harmonics used for the RCWA simulations.
3 Light Trapping Mechanism in Silicon Solar Cells with Backside Diffraction Gratings

Light trapping by means of backside diffraction gratings relies on the deflection of incident light to propagation angles above the critical angle of total internal reflection ($\Theta_{\text{TIR}}$). This can considerably enhance the interaction length and, thus, the absorption of light within the silicon layer. The diffraction angles inside the silicon layer of the solar cell can be calculated by

$$\Theta_m(\lambda, \Lambda) = \arcsin \left( \frac{\sin(\Theta_{\text{in}})}{n_{\text{Si}}(\lambda)} + \frac{m\lambda}{n_{\text{Si}}(\lambda)\Lambda} \right),$$

(2)

where $\lambda$ is the wavelength, $\Theta_{\text{in}}$ is the angle of incidence on the solar cell front side in air, $m$ is the diffraction order, $\Lambda$ is the grating period, and $n_{\text{Si}}(\lambda)$ is the refractive index of silicon. In addition, the following inequality has to be fulfilled

$$\left| \sin(\Theta_{\text{in}}) + \frac{m\lambda}{\Lambda} \right| \leq n_{\text{Si}}(\lambda),$$

(3)

which means that for a given grating period and diffraction order there is an upper wavelength limit above which no diffraction can occur.

Figure 3(a) plots the wavelength dependent angles of first-order diffraction ($m = 1$) for different grating periods (400 to 1000 nm) in the case of normal incident light calculated by Eq. (1). From this equation, it follows that for normal incident light ($\Theta_{\text{in}} = 0\degree$) the diffraction angle equals the angle of TIR, $\Theta_{\text{TIR}} = \arcsin(1/n_{\text{Si}})$, if $\lambda = \Lambda$. Two regions can be distinguished: in region I ($\lambda < \Lambda$), the diffraction angles are smaller than the $\Theta_{\text{TIR}}$ and, thus, lie within the escape cone [see Fig. 1(a)], where no significant light trapping can occur; in region II ($\lambda > \Lambda$), the diffraction angles are larger than $\Theta_{\text{TIR}}$ and, therefore, all rays are totally reflected at the front surface back into the silicon for further absorption. According to Eq. (2) for higher diffraction orders the angle of diffraction exceeds $\Theta_{\text{TIR}}$ at much shorter wavelengths. For example, in Fig. 3(a) the line representing the diffraction angles for the case $\Lambda = 500$ nm and $m = 1$ corresponds to the case $\Lambda = 1000$ nm and $m = 2$.

Figure 3(b) shows the calculated absorption spectra of silicon solar cells with backside gratings optimized for different thicknesses ranging from 1 to 200 $\mu$m in the case of normal incident light. The results were obtained for a recursion depth of $r = 5$, which provided the best compromise between accuracy and computation time. The highest order of diffraction taken into account was set to 5. Further details on the influence of these parameters will be given in Secs. 4 and 5.

The absorption spectra in Fig. 3(b) provide additional insight into the light trapping effect. Significant absorption humps occur in distinctive wavelength regions which are related to the optimized grating periods. At wavelengths similar to the respective optimized grating period, the
absorption significantly rises. At higher wavelengths, the humps have a falling slope where the enhancement drops abruptly but the absorption still remains at values higher than that of solar cells without grating indicated by dashed lines. In the following, the light trapping mechanism and the origin of the humps will be analyzed in more detail for solar cells with thicknesses of 1 μm. As can be seen from Fig. 3(b), the shapes of the absorption spectra for TE and TM polarization show very similar behavior because the underlying diffraction mechanism is the same. We therefore restrict this analysis to TE polarization without loss of generality. Figure 4(d) plots the spectral diffraction efficiencies of normal incident TE polarized light for the optimized grating structure (Λ = 625 nm, h = 50 nm) and m = 0, . . . , +5. For reasons of symmetry, the diffraction efficiencies of the negative orders (m = -1, . . . , -5) are the same for Θ_{in} = 0 deg. In the spectral region with wavelengths slightly larger than the optimized grating periods, the zero-order diffraction efficiencies strongly decrease, while the first-order diffraction efficiencies rise sharply. The rising slope of the hump is caused by the increasing first-order diffraction angle [see Fig. 3(a)], which translates into a higher reflectivity at the upper interface with increasing wavelength peaking at λ = Λ, where TIR occurs. Light with λ ≥ Λ is totally internally reflected back into the silicon resulting in a longer interaction length and, therefore, larger absorption.

The abruptly falling slopes of the humps in the absorption spectra of Fig. 3(b) can be explained by the limit of diffraction given by Eq. (2), where the diffraction angle for a certain diffraction order approaches 90 deg. Above this cut-off wavelength no diffraction can occur. The interaction length of rays diffracted to large angles increases dramatically, thus resulting in a strong contribution even though the diffraction efficiency might be comparatively low. This
fact is illustrated by Fig. 5(a), which plots the diffraction angles on a grating with $\Lambda = 625$ nm as a function of wavelength for the discrete angle of incidences. Figure 5(a) clearly shows that for higher diffraction orders, which are indicated by the subscript index, the corresponding diffraction angles given by Eq. (2) reach the limit of diffraction at much smaller wavelengths compared to lower diffraction orders. For comparison the angle of TIR is also inserted in Fig. 5(a) (red colored line). Figure 5(b) shows the enhancement of the single round trip (SRT) interaction length for photons with diffraction angles $\Theta_{\text{out},m}(\lambda)$ ($m = \pm 1, \ldots, \pm 5$) larger than the $\Theta_{\text{TIR}}$. The enhancement of the SRT interaction length is given by the ratio between the optical path length from the point of diffraction at the grating to the next incidence on the grating and $2d_{\text{Si}}$, which represents the SRT interaction length for normal incidence in a solar cell with a planar backside. This enhancement amounts to $1/\cos \Theta_{\text{out},m}(\lambda)$.

In the following, we discuss the origin of the falling slope of the hump in the absorption spectrum in more detail for the diffraction grating with a period of $\Lambda = 625$ nm and a modulation depth of $h = 50$ nm. For this grating the abruptly falling slope occurs near the wavelength of 780 nm. In Figs. 4(a)–4(c) the associated absorption spectra are plotted for different recursion depths $r$ and maximum diffraction orders $m_{\text{max}}$ taken into account. Figures 4(d)–4(f) plot the efficiencies of different diffraction orders for three distinctive angles of incidences on the grating $\Theta_{\text{in},0} = 0$ deg, $\Theta_{\text{in},1}(\lambda)$, and $\Theta_{\text{in},2}(\lambda)$, respectively. The angles of incidences $\Theta_{\text{in},1}(\lambda)$ and $\Theta_{\text{in},2}(\lambda)$ occur if normal incident photons are diffracted into the first ($m = 1$) or second diffraction order ($m = 2$), respectively, get reflected at the front side, and again hit the grating. One finds that for the recursion depth $r = 1$ the falling slope appears if diffraction up to the third-order is taken into account ($m_{\text{max}} = 3$). For the recursion depth $r = 2$, the falling slope becomes observable if diffraction up to the second-order is considered ($m_{\text{max}} = 2$). Accordingly, for recursion depth $r = 3$ the falling slope can be found already if only first-order diffraction ($m_{\text{max}} = 1$) is taken into account. This behavior can be explained by the fact that in all three cases the diffraction efficiencies of the corresponding highest considered diffraction orders become zero for wavelengths $\lambda > 780$ nm, i.e., where $\Theta_{\text{out}}$ becomes 90 deg. The diffraction angle $\Theta_{\text{out}} = 90$ deg can be reached for normal incident light ($\Theta_{\text{in},0} = 0$ deg) by third-order diffraction ($m = 3$), or for light incident with $\Theta_{\text{in},1}$ by second-order diffraction ($m = 2$), or for light incident with $\Theta_{\text{in},2}$ by first-order diffraction ($m = 1$). The first case can occur already for a recursion depth $r = 1$ with $m_{\text{max}} \geq 3$, whereas the second case requires a diffraction into $\Theta_{\text{in},1}$, which only can occur for recursion depth $r \geq 2$. If the order of diffractions taken into account is limited to $|m| \leq 1$, the third case can only occur for at least three interactions of the ray with the grating, i.e., $r \geq 3$.

As can be seen in Fig. 3(b), the humps in the absorption spectra of thin solar cells with optimized backside gratings occur at much shorter wavelengths than that of thicker cells. The reason for this behavior is given by the fact that in thin cells even short wavelength photons, which have a stronger contribution to the solar spectrum, can reach the backside diffraction grating before getting absorbed inside the silicon layer. The comparison of the absorption spectra in Fig. 3(b) clearly shows that the light trapping effect is most pronounced for thin solar cells.
With increasing silicon thickness, the wavelengths of the photons relevant for light trapping become longer. Since the solar light is much less intensive in this long wavelength region, the absorption enhancement is significantly smaller. Nevertheless, diffraction gratings can be used for increasing the photocurrent densities of cells with thicknesses of 200 μm or thicker. For a thickness of 1 μm the photocurrent of a solar cell with an optimized backside grating is increased by about 35% with respect to that of a solar cell without backside grating. For a thickness of 200 μm the photocurrent enhancement still amounts to about 3.9%.11

4 Investigation of the Recursion Depth

In this section, the influence of the recursion depth on the photocurrent density as well as on the optimized diffraction grating parameters is investigated for silicon solar cells with thicknesses of 1, 10, 100, and 200 μm. Figure 6 plots the photocurrent densities for these cells dependent on the grating period and modulation depth for different recursion depths (r = 1, 2, 3, 8). Bright areas indicate geometries with relatively high photocurrent densities while dark areas correspond to geometries with relatively low photocurrent densities. The optimized diffraction grating parameters and photocurrent densities dependent on the recursion depth ranging from 1 up to 8 are summarized in the tables of Fig. 6. The simulation results show that the optimum grating period for the 1- and 10-μm-thick cells undergo a significant shift to smaller values for recursion depths of r = 1, r = 2, and r = 3 compared with recursion depth r = 8. Simulations performed for the 1-μm-thick cell with a recursion depth r ≥ 4 result in the same optimized grating period Λ = 625 nm, while the optimum period is 275 nm for r = 1, 575 nm for r = 2, and 600 nm for r = 3. Simulations performed for the 10-μm-thick cell with a recursion depth r ≥ 4 result in the same optimized grating period Λ = 850 nm, while the optimum period is 375 nm.
for $r = 1$, 775 nm for $r = 2$, and 800 nm for $r = 3$. For the thicker cells with $d_{Si} = 100$ and 200 $\mu$m, a recursion depth of $r = 3$ is sufficient for identifying the optimum grating parameters. The difference in the optimized grating parameters for $r = 1$ compared with $r = 8$ can be as large as 500 nm for the period and 175 nm for the modulation depth.

The reason for the shift of the optimized grating period with increasing recursion depth is that a low recursion depth underestimates the contribution of longer wavelengths to absorption and, therefore, the potential of light trapping will not be fully exploited. A low recursion depth in the combined RCWA/ray tracing simulation favors shorter wavelengths and consequently shorter grating periods. By including higher orders of recursion, the absorption of long wavelength photons increasingly contribute to the overall absorption. This relationship becomes apparent from Figs. 7(a)–7(c), which plot the absorption spectra of 1-, 10-, and 200-$\mu$m-thick silicon solar cells with optimized gratings for recursion depths ranging from $r = 1$ up to $r = 8$. For the 1-$\mu$m-thick cell, differences in the simulated absorption curves occur already at wavelengths of about 550 nm, where the solar spectrum has its maximum. For the 200-$\mu$m-thick cell deviations of the absorption, curves start to appear at much higher wavelengths near 1000 nm, where intensity of the solar spectrum is much lower. For a recursion depth of $r = 8$ the absorption spectra and, thus, the photocurrent densities nearly converge. The absorption spectra for $r \geq 5$ plotted in Figs. 7(a)–7(c) are almost indistinguishable, which suggests that a recursion depth of $r = 5$ is sufficient for in-depth analyses of the photocurrent densities. Simulations performed with $r = 8$ require a significantly larger calculation capacity and therefore result in extremely long computation times. In our study, a recursion depth of $r = 5$ turned out to provide the best compromise between accuracy in terms of grating optimization and computation time.

The differences between the photocurrent densities for the optimized grating geometry calculated with $r = 5$ and $r = 8$ amount to <0.1 mA/cm$^2$ for thin cells ($d_{Si} = 1 \mu$m), <0.07 mA/cm$^2$ for $d_{Si} = 10 \mu$m, and <0.03 mA/cm$^2$ for the thicker cells ($d_{Si} = 200 \mu$m).

Figures 7(d)–7(f) plot the photocurrent densities $J_{opt,r = 8}^{ph}$ of solar cells with optimized grating geometries, which were obtained for a recursion depth of $r = 8$ (black curves), as function of the recursion depth for the corresponding cell thicknesses 1, 10, and 200 $\mu$m. In order to emphasize the importance of choosing a sufficiently high recursion depth the figures also include the photocurrent densities $J_{opt,r = 1}^{ph}$ and $J_{opt,r = 2}^{ph}$ of solar cells with wrongly optimized grating parameters obtained for $r = 1$ (red curve) and $r = 2$ (blue curve), respectively. With increasing recursion depth the photocurrent densities $J_{opt,r = 8}^{ph}$ rise relatively more strongly and overtake the initially
higher values of $J_{\text{opt}, r = 1}$ and $J_{\text{opt}, r = 2}$. The differences of the calculated photocurrent densities $J_{\text{opt}, r = 1}$ and $J_{\text{opt}, r = 8}$ amount to 0.17 mA/cm$^2$ for the 1-$\mu$m-thick cell, to 0.62 mA/cm$^2$ for the 10-$\mu$m-thick cell, and to 0.6 mA/cm$^2$ for the 200-$\mu$m-thick cell. Optimizing the grating geometry with an insufficient recursion depth not only results in a lower theoretical photocurrent enhancement but also falsely predicts gratings with shorter periods and higher modulation depths (see tables in Fig. 6). From a practical point of view this puts higher technical demands on the fabrication process.

These results suggest that for the determination of the optimum diffraction grating design the proper choice of the recursion depth is highly important and that, in particular, simulations performed with a recursion depth of $r = 1$ can lead to wrong optimized grating parameters not fully exploiting the potential of the light trapping effect. This conclusion is of high relevance because other research groups limit their studies to a recursion depth of $r = 1$, i.e., taking into account only the first backside diffraction at the gratings (e.g., Refs. 4, 10).

5 Investigation of the Diffraction Order

In this section, the influence of the number of diffraction orders on the optimized diffraction grating parameters is investigated for silicon solar cells with 1, 10, and 200 $\mu$m thickness for a recursion depth of $r = 5$. The simulation results shown in Figs. 4(a)–4(c) indicate that convergence is ensured if diffraction orders up to $m = \pm 5$ are taken into account. Moreover, from Eq. (2) it follows that the cut-off wavelength above which no diffraction can occur for $m > 5$ becomes extremely short [compare also the cut-off wavelength of the fifth diffraction order in Fig. 4(d)]. Therefore, contributions of these higher diffraction orders can be neglected for silicon solar cells. Figure 8 plots the photocurrent densities as functions of the grating period $\Lambda$ and the modulation depth $h$ dependent on the diffraction orders up to $m = \pm 5$. These simulations were all performed with a recursion depth $r = 5$.

Fig. 8 Photocurrent densities of silicon solar cells with thicknesses of 1, 10, and 200 $\mu$m as a function of grating period $\Lambda$ and modulation depth $h$ dependent on the diffraction orders up to $m = \pm 5$. These simulations were all performed with a recursion depth $r = 5$. The results indicate that at least three diffraction orders for the 10- and 200-$\mu$m-thick cells and four diffraction orders for the 1-$\mu$m-thick silicon solar cell have to be included for the evaluation of the optimized diffraction gratings. Simulations performed...
with a lower number result in wrong optimized grating parameters with strongly reduced period lengths.

6 Simulation Results for Oblique Light Incidence

So far, the optimization of silicon solar cells with backside diffraction gratings has only been investigated for normally incident light. In the following, the influence of the angle of incidence on the optimized grating parameters will be studied. For this purpose, a systematic optimization of the grating geometry for angles of incidence on the solar cell of 0 deg to 70 deg was performed in 10 deg steps. For each angle of incidence, the period was varied from 0.25 to 1.25 μm and the modulation depth from 25 to 400 nm, both in steps of 12.5 nm. This optimization was carried out for 1-, 10-, and 200-μm-thick silicon solar cells. The results showed that the optimized grating geometries do not depend on the angle of incidence. Figure 9 plots the photocurrent densities for 1-, 10-, and 200-μm-thick silicon solar cells dependent on the period length and the modulation depth for normally incident light as well as for Θ = 60 deg. These figures clearly indicate that the optimized grating geometry does not depend on the angle of incidence on the solar cell. This can be explained by the law of refraction and the high refractive index of silicon, which concentrates all possible angles of incidence to the narrow escape cone inside silicon. Even sunlight shining on the solar cell under a glancing angle will hit the backside grating with a steep angle of incidence below the Θ_{TIR}, which is ≤ 16 deg for silicon [see red curve of Fig. 3(a)]. Since the diffraction efficiencies of backside gratings for normally incident photons, and photons hitting the grating under small angles of a few degrees are very similar, they do not influence the optimized grating parameters.

Figures 9(g)–9(i) show the absorption spectra of 1-, 10-, and 200-μm-thick silicon solar cells with optimized gratings for angles of incidence on the solar cell ranging from 0 deg to 70 deg in steps of 10 deg. Figures 10(a)–10(c) plot the corresponding optimized photocurrent densities as a...
function of the angle of incidence. Since the incident sunlight flux passing through a unit surface area of a solar cell decreases with the cosine of the angle of incidence, the resulting photocurrent density $J_{\text{ph,grat}}(\Theta_{\text{in}})$ should show a similar behavior. The thin green colored lines in Fig. 10 represent this limiting case given by

$$J_{\text{ph,grat}}(\Theta_{\text{in}}) = J_{\text{ph,grat}}(\Theta_{\text{in}} = 0) \cos(\Theta_{\text{in}}).$$

(4)

For angles $\Theta_{\text{in}} \leq 40$ deg the optimized photocurrent densities are in good agreement with this equation. For angles $\Theta_{\text{in}} > 40$ deg, the calculated photocurrent densities more and more deviate from this characteristic primarily due to the increase of front side reflection losses because the SiNx AR coating is optimized for normally incident light.

7 Conclusion

In this article, we employed a simulation approach that combines ray tracing with RCWA, which enables a strongly reduced computation time and a gain in simulation precision compared to fully electromagnetic simulation methods, such as RCWA or FDTD for solar cells thicker than $\sim 10 \mu m$. This approach also provided a much better physical insight into the light trapping mechanism of silicon solar cells with backside diffraction gratings. In contrast to fully electromagnetic simulation methods, characteristic humps in the absorption spectra can be observed that are directly related to the light trapping mechanism. We provided a detailed analysis and explanation for the origin of these characteristic humps in the absorption spectra, which helps in understanding the underlying light trapping mechanism in silicon solar cells with backside diffraction gratings.

In addition, in this article, an in-depth analysis of the influence of the two determinant simulation parameters—the recursion depth and the diffraction order—on the simulation results was investigated. The results showed that for the optimum diffraction grating design, the proper choice of the recursion depth is of significant importance. Dependent on the silicon thickness the recursion depth $r$ must exceed a certain minimum value. While for 200-$\mu m$-thick solar cells at least two backside reflections/diffractions, i.e., $r = 3$ must be taken into account, for 1-$\mu m$-thin cells a recursion depth of $r = 4$ is necessary. Therefore, simulations taking into account only the first backside diffraction ($r = 1$) result in wrongly optimized grating parameters with significantly shorter periods, which do not fully exploit the light trapping effect and, thus, have a lower photocurrent density improvement. A recursion depth of $r = 5$ turned out to be the best trade-off between simulation time and precision of the calculated photocurrent densities, for all investigated cell thicknesses ranging from 1 to 200 $\mu m$. With respect to the diffraction order, the analysis indicates that for silicon solar cells an inclusion of diffraction orders up to $m = \pm 5$ is sufficient to obtain correct simulation results.

Furthermore, in this article, for the first time to the best of our knowledge, it was shown that the angle of incidence does not influence the optimum diffraction grating parameters for a given silicon thickness. Therefore, the optimization of silicon solar cells with backside diffraction gratings and planar front side AR coatings can be performed for normal light incidence.

Fig. 10 (a)–(c) Maximum photocurrent densities (black dots) for 1, 10, and 200-$\mu m$-thick silicon solar cells as a function of the angle of incidence. The green curves indicate the photocurrent densities resulting from the values for normally incident light multiplied with the cosine of the angle of incidence.
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